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ABSTRACT 

Drawing on the fields of robotics, computer games and usability testing, this thesis 

contextualises the work of cyberneticist Valentino Braitenberg within the current field of 

game AI and demonstrates how there remain aspects of his propositions that cannot yet be 

adequately captured theoretically, or tested empirically or conclusively, in simulations of 

complex biologically inspired behaviours. 

Justification for this stems from the view that believable, simulated characters are 

increasingly prevalent and exposed to mass-market scrutiny in visual entertainment media, 

such as visual effects in films and in particular the growing video games business, but will 

also have a growing, significant role in serious games and educational applications.  

This thesis combines analytical, synthetic and empirical methods and discusses the 

contributions and limitations of each to the evaluation of believability in the context of 

human computer interaction scenarios. It first analyseÓ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÍÏÒÅ ÉÎÔÕÉÔÉÖÅ 

architectures and demonstrates how these can be adapted, using a synthetic approach, to 

function as controllers for believable virtual agents, in a series of typical gaming scenarios. 

It then presents a set of empirical studies that were performed to develop a method for 

evaluating agents for their ability to elicit suspension of disbelief in the user. The resulting 

method, which is user centred and combines a qualitative content analysis approach with 

believability metrics for virtual agents sourced from the literature, was used to evaluate a 

series of increasingly complex agent models in a simple game scenario. The data was then 

compared to the results of the analysis of the underlying agent architecture to determine 

the correlation between AI design intent and the resulting user reactions and observations 

gathered from the empirical study. 

This study concludes that a theoretical aÎÄ ÁÎÁÌÙÔÉÃÁÌ ÁÐÐÒÏÁÃÈ ÔÏ "ÒÁÉÔÅÎÂÅÒÇȭÓ 

architectures can give us insight into the range and limits of the behaviour dynamics that 

are possible, but that an effective and useful evaluation and categorisation (labelling) of 

their impact on user perception, and their ability to elicit suspension of disbelief and 

trigger a desired response in the user, needs to also draw on empirical methods that record 

and analyse the observations and responses of human users.  

Further work is presented that explores how the Braitenberg architectures featured in 

these experiments can be utilised in a number of gaming scenarios and how they could be 

extended with connectionist components that add associative and predictive capabilities.  
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1 INTRODUCTION 

Creating believable, lifelike characters is at the core of storytelling itself. Inspired by 

the work in performance media such as theatre, audio-visual mediums such as 

painting, radio or television and written literature; we are seeing the emergence of 

virtual, interactive worlds as the next great storytelling medium. Creating believable 

characters for these rich, new, virtual worlds and finding new tools that can aid in the 

design and development of believable characters is the central motivation of this 

thesis.  

With the video and computer games industry becoming one of the largest 

entertainment industries (ESA 2014) a novel demand for autonomous lifelike 

characters has emerged. With the increasing complexity of the worlds presented in 

video games it is becoming difficult to artistically and financially justify the established 

approaches to populating these worlds with pre-ÄÅÆÉÎÅÄ ȬÈÁÎÄ-ÍÁÄÅȭ ÎÏÎ-player 

characters (NPC). This has already led to an increased use of procedural solutions for 

creating visual assets as well as animation, and a resurgent interest in procedural 

solutions for artificial intelligence systems that offer the promise of emergent and 

complex behaviour, without increasing the workload of behaviour designers. 

Among these techniques is an approach to artificial intelligence that takes inspiration 

from biological mechanisms known as artificial life, or Alife for short. Previous projects 

have successfully used Alife architectures to create virtual characters, but their focus 

remained chiefly on recreating specific animal behaviour (Reynolds 1987; Tu and 

Terzopoulos 1994; Isla and Burke et al. 2001) or replacing traditional animation 

approaches by creating procedural motion generators (Naturalmotion 2005). 

However, characters within games and computer animations were, at that time, a 

special effect. Just like adding realistic physics to cloth simulations, they serve the 

purpose of making characters look more realistic, dynamic and perhaps more alive. But 

while they affect how the character animates, moves and feels, they do not define its 

decisions, or create unique, emergent narratives. 

Instead of focusing on emulating animal behaviour, the research presented in this 

thesis draws from a parallel field of research that approaches the notion of 

believability from a character-driven perspective (Maes and Darrell 1995; Loyall 1997; 

Mateas 1997; Perlin & Goldberg 1996; Gorniak and Blumberg 2005; Perlin 2009). 
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With autonomous agent behaviour finding its way back into the mainstream, the 

simple act of trying to identify what an agent is doing, or is thinking, has become a 

commonplace effort. As autonomous characters, both robotic/physical  and virtual find 

their way to more consumers, the identification of behaviours and the communication 

of their  intentions to the users, especially in the context of safety-critical scenarios, is 

becoming a critical feature. Contributions in the domain of virtual characters could also 

find application in the field of robotics. Expressive and believable robots are at the 

centre of research into using robots in medical and psychological treatment (Chang 

2013, Lee 2012) as well as pedagogical applications (Leyzberg 2011). 

The first part of this thesis tests how a small set of underlying impulses based on basic 

emotions can operate in tandem to create intuitively and consistently identifiable 

"personal" characteristics. The aim is to investigate the effects that using a biologically 

inspired ALife architecture to control behaviour has on the believability of synthetic 

characters. The second part is to elicit human factors that affect how users interacting 

with virtual agents identify their behaviour and what behaviour characteristics are 

responsible for breaking suspension of disbelief. This part serves to inform the ongoing 

debate on using metrics to evaluate virtual agents. 

1.1 PERSONAL MOTIVATION 

This work aims to advance games technology by exploring alternative development 

models that follow the current trend toward procedurally generated content. In 

addition, it is motivated by the realisation that industry standards are difficult to break 

away from while in the industry and seeing academic research as a tool that allows for 

blue-sky thinking, testing of novel, unproven approaches, in an effort to serve as a 

proof of concept for the developers of the future. 

1.2 JUSTIFICATION FOR RESEARCH 

After graphics and physics, artificial intelligence will be the next major domain of 

development and investment in games development. As the gaming audience grows, 

widens and matures and game supporting technology becomes more sophisticated, the 

expectations toward what game experiences can deliver are becoming higher. 

There is an on-going debate in the gaming industry on where the development of game 

AI should go and there seems to be a rift between the development community and the 

gaming audience regarding the quality and sophistication of AI characters in games. 
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While players and reviewers are regularly found criticising the behaviour of agents in 

ÇÁÍÅÓ ÆÏÒ ÂÅÉÎÇ ÔÏÏ ÓÉÍÐÌÅ ÏÒ ÓÉÍÐÌÙ ȰÓÔÕÐÉÄȱȟ ÄÅÖÅÌÏÐÅÒÓ ÈÁÖÅ ÒÅÃÅÎÔÌÙ ÂÅÃÏÍÅ ÍÏÒÅ 

vocal with the counter-argument that players actually ÄÏÎȭÔ ×ÁÎÔ ÓÍÁÒÔ !) (Hernandez 

2014). Peschke (2013) interviewed industry veterans who argue that sophisticated AI 

simply does not make it past initial internal user testing. So while players claim that 

they want more ȰÒÅÁÌÉÓÔÉÃȱ !)ȟ ÄÅÖÅÌÏÐÅÒÓ ÁÒÇÕÅ ÔÈÁÔ ÔÈÉÓ ×ÏÕÌÄ ÓÉÍÐÌÙ ÎÏÔ ÂÅ ȰÆÕÎȱ ÔÏ 

play against. Instead, so the developers argue, the game AI design should focus on 

making characters more believable and increase the ways in which they communicate 

what they are thinking to the player. Narayek also argues that game Ai should be 

ÆÏÃÕÓÅÄ ȰÎÏÔ ÏÎ ÏÐÔÉÍÉÚÉÎÇ ÁÎ .0#ȭÓ ÂÅÈÁviouÒȟ ÂÕÔ ÏÎ ÔÈÅ ÐÌÁÙÅÒȭÓ ÆÕÎ ÁÎÄ ÅØÐÅÒÉÅÎÃÅ 

ÉÎ ÇÅÎÅÒÁÌȱ ɉNarayek 2004). 

Currently developers resort to a few well-known ȰÓÔÙÌÉÓÔÉÃ-ÅÌÅÍÅÎÔÓȱ ×ÈÅÎ ÄÅÓÉÇÎÉÎÇ 

AI for games that players enjoy. An example of such a stylistic element is having 

enemies shout ouÔ ÔÈÅÉÒ ȰÔÈÏÕÇÈÔÓȱ ÓÏ ÔÈÁÔ ÔÈÅ ÐÌÁÙÅÒ ÃÁÎ ÁÎÔÉÃÉÐÁÔÅ ÔÈÅÉÒ ÁÃÔÉÏÎÓ. This 

not only gives the player an information advantage that allows them to react sooner 

and plan ahead, but was also found to make the players believe that the agents were 

more coordinated and smarter (Peschke 2013).  

While there are many well-known stylistic elements in game AI, there is as yet no 

underlying framework that connects player experience with AI design choices in the 

context of games. This research aims to contribute to the field of game AI by informing 

this debate and development practices. 

The second component of the thesis uses a development approach inspired by 

ÃÙÂÅÒÎÅÔÉÃÉÓÔ 6ÁÌÅÎÔÉÎÏ "ÒÁÉÔÅÎÂÅÒÇȭÓ Ȱ6ÅÈÉÃÌÅÓȱ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎÔ ɉ"ÒÁÉÔÅÎÂÅÒÇ 

1984). Although the field of Artificial Life was only formally defined in 1990 by Langton 

(1990), it could be argued that Braitenberg was one of the earliest proponents of this 

constructivist, bottom-ÕÐ ÁÎÄ ÂÉÏÌÏÇÉÃÁÌÌÙ ÉÎÓÐÉÒÅÄ ÁÐÐÒÏÁÃÈ ÔÏ !)Ȣ "ÒÁÉÔÅÎÂÅÒÇȭÓ 

Ȭ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȭ ÁÐÐÒÏÁÃÈ ÔÏ !) ÉÓ ÄÅÆÉÎÅÄ ÂÙ ÈÉÓ ÔÈÅÏÒÙ ÏÆ ȬÕÐÈÉÌÌ ÁÎÁÌÙÓÉÓ ÁÎÄ 

ÄÏ×ÎÈÉÌÌ ÓÙÎÔÈÅÓÉÓȭ, which is also an example of the constructionist theory of learning 

that was popularised by Papert (1980).  

This choice is motivated by an increasingly apparent asset/cost problem found in game 

development, which may be addressed by finding new approaches to designing and 

implementing behaviour controllers for virtual agents. 
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Current techniques in game AI rely heavily on scripting and most AI systems use a 

combination of finite state machines (FSM) for decision making and standard AI search 

algorithms such as A* for navigation. Bottom up approaches and Alife architectures are 

currently mainly used as steering behaviour components and for swarm animations 

(Reynolds 1987; 1999). Approaches that may offer adaptive agents and more emergent 

behaviour are largely ignored. While there are certainly practical production issues to 

be addressed, the lack of proof of concepts demonstrating the merits of these 

architectures applied to the context of games is hindering them being adopted or even 

considered.  

As the interviews conducted by Peschke (2013) show, it can prove extremely 

challenging for developers to introduce novel AI concepts from academia into the game 

development process. However, there are several examples of game developers looking 

toward academic research to inform their work and breaking open the established and 

often entrenched opinions on their feasibility as Game AI components.  

A prime example of a developer who managed to do so is Damian Isla, whose work on 

ÔÈÅ !) ÉÎ Ȱ(ÁÌÏ ςȱ ɉ"ÕÎÇÉÅ 3ÔÕÄÉÏÓ ςππτɊ ×ÁÓ ÈÉÇÈÌÙ ÐÕÂÌÉÃÉÚÅÄ ɉ)ÓÌÁȟ ςππυȠ 2ÁÂÉÎȟ 

2006) and popularised the use of hierarchical finite state machines (HFSM), or 

behaviour trees in games development. Using behaviour trees instead of the then-

standard non-hierarchical finite state machines (FSM), allowed Isla to design and 

maintain a set of complex multi-purpose enemy behaviours.  

The HALO2 AI architecture was designed around the concepts of scalability, modularity 

and transparency. Where scalability and modularity are common requirements in the 

ÄÅÓÉÇÎ ÏÆ ÃÏÍÐÌÅØ ÓÏÆÔ×ÁÒÅ ÓÙÓÔÅÍÓȟ )ÓÌÁ ÄÅÆÉÎÅÓ Á ÌÁÃË ÏÆ ȰÔÒÁÎÓÐÁÒÅÎÃÙȱ ÁÓ Á ÐÒÏÂÌÅÍ 

often caused by complex AI behaviour: 

Ȱ)Ô ÉÓ ÎÏÔ ÅÎÏÕÇÈ ÔÈÁÔ ÔÈÅ !) ÂÅ ÁÂÌÅ Ôo do it a lot of things, it is equally 

important that they do all those things right, at the right times, and in a 

way that does not break the illusion of life, or threaten the player's 

understanding of the AI's iÎÔÅÎÔÉÏÎÓ ÏÒ ÍÏÔÉÖÁÔÉÏÎÓȱ ɉ)ÓÌÁ 2005) 

Isla ÄÅÆÉÎÅÓ ȰÔÒÁÎÓÐÁÒÅÎÃÙȱ ÁÓ Á ÄÅÓÉÇÎ ÇÏÁÌ ÏÆ ÓÕÃÃÅÓÓÆÕÌ ÇÁÍÅ !) ÄÅÖÅÌÏÐÍÅÎÔȟ Á 

ÍÅÔÒÉÃ ÆÏÒ ÂÅÌÉÅÖÁÂÌÅȟ ÃÏÍÐÌÅØ ÁÇÅÎÔ ÂÅÈÁÖÉÏÕÒȢ (Å ÓÔÒÅÓÓÅÓ ÔÈÁÔ ȰÉÔ ÍÕÓÔ ÂÅ ÐÏÓÓÉÂÌÅ 

for the untrained observer to make reasonable guesses as to the AI's internal state as 

well aÓ ÅØÐÌÁÉÎ ÁÎÄ ÐÒÅÄÉÃÔ ÔÈÅ !)ͻÓ ÁÃÔÉÏÎÓȱ ɉ)ÓÌÁȟ ςππυɊȢ 4ÈÅ ÕÓÅ ÏÆ (&3- ÁÌÌÏ×ÅÄ )ÓÌÁ 

to compartmentalise the complexity of the AI system, making it easier for him to 
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communicate efficiently when working with the non-programmers on the animation 

and level design teams. Working closely with the AI developer, animators ensured that 

the enemy agents in the game telegraphed their intentions to the player through 

additional non-combat animations (shout-outs to squad members, body language). 

Their improved understanding of the AI systems also allowed the level designers to 

create architecture that specifically exploited and showcased the full range of AI 

behaviour states. According to Isla, this merging of AI development, animation and 

level design played the greatesÔ ÐÁÒÔ ÉÎ ÁÃÈÉÅÖÉÎÇ !) ȰÔÒÁÎÓÐÁÒÅÎÃÙȱȢ 4ÈÅ ÓÕÃÃÅÓÓ ÏÆ ÔÈÅ 

(ÁÌÏ ÆÒÁÎÃÈÉÓÅ ÁÎÄ ÔÈÅ ÄÅÖÅÌÏÐÅÒȭÓ ÅÆÆÏÒÔÓ ÔÏ ÍÁËÅ ÔÈÅÉÒ !) ÄÅÖÅÌÏÐÍÅÎÔ ÁÐÐÒÏÁÃÈ 

public have since led to HFSM becoming a new standard game AI development 

approach across genres, in favour of the then-established combination of state 

transition tables and FSM. The Halo series acted as a proof of concept, setting a new 

standard for dynamic enemy combat behaviour and promoting the importance of AI in 

action games to the public. This lead to a trend of other developers following suit and 

introducing novel AI approaches into their games. Jeff Orkin used a goal oriented action 

planner (GOAP) based on STRIPS to control action selection and a blackboard model 

for squad communication in the first person shootÅÒ Ȱ&Ȣ%Ȣ!Ȣ2Ȣȱ ɉ-ÏÎÏÌÉÔÈ 0ÒÏÄÕÃÔÉÏÎÓ 

2005). This approach was in turn built on by Alex Champandard who developed a 

multi -layered hierarchical task network (HTN) planner to control the strategies, squad 

tactics and individual combat behaviour of the enemies ÉÎ Ȱ+ÉÌÌÚÏÎÅ ςȱ ɉ'ÕÅÒÒÉÌÌÁ ςππωɊȢ 

HFSM, GOAP and HTN have all since been adapted to other genres and become 

established standard practice game AI development models. 

Other approaches to game AI garnered equal praise at the time, but found it harder to 

become established in standard practice. In contrast to the above examples, where new 

AI systems were introduced to simplify the design and team-management process of AI 

development, the following examples introduced their novel AI systems as a new 

gameplay feature. This relates to the role that the AI component plays in the context of 

the game design. For example, Demis Hassabis developed a complex reinforcement 

ÌÅÁÒÎÉÎÇ ÁÌÇÏÒÉÔÈÍ ÔÏ ÄÒÉÖÅ ÔÈÅ ÂÅÈÁÖÉÏÕÒ ÏÆ ÔÈÅ ÖÉÒÔÕÁÌ ÐÅÔ ÃÒÅÁÔÕÒÅÓ ÉÎ Ȱ"ÌÁÃË Ǫ 

7ÈÉÔÅȱ ɉ,ÉÏÎÈÅÁÄ ςππρɊȢ 4ÈÏÕÇÈ Ȱ"ÌÁÃË Ǫ 7ÈÉÔÅȱ ×ÁÓ ÎÏÔ Á ÃÒÉÔÉÃÁÌ ÏÒ ÃÏÍÍÅÒÃÉÁÌ 

failure, reinforcement algorithms have seldom been used in games since. One reason 

ÆÏÒ ÔÈÉÓ ÉÓ ÔÈÁÔ Ȱ"ÌÁÃË Ǫ 7ÈÉÔÅȱ ÆÁÉÌÅÄ ÔÏ ÁÄÄÒÅÓÓ ÔÈÅ ÉÓÓÕÅ ÏÆ ȰÔÒÁÎÓÐÁÒÅÎÃÙȱ ÔÈÁÔ )ÓÌÁ 

later identified. ThÅ ÃÒÅÁÔÕÒÅ !) ÉÎ Ȱ"ÌÁÃË Ǫ 7ÈÉÔÅȱ ÄÅÍÏÎÓÔÒÁÔÅÄ ÈÏ× ÕÎÐÒÅÄÉÃÔÁÂÌÅ 

the character behaviour generated by the reinforcement learning algorithm can appear 

and how this can lead to player frustration. Legendary game designer Sid Meyer 
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(ȰCivilizationȱ -ÅÙÅÒ ρωωρ) ÉÓ ÏÆÔÅÎ ÑÕÏÔÅÄ ÆÏÒ ÓÁÙÉÎÇ ÔÈÁÔ ÇÏÏÄ ÇÁÍÅÐÌÁÙ ÉÓ ȰÁ ÓÅÒÉÅÓ ÏÆ 

ÉÎÔÅÒÅÓÔÉÎÇ ÃÈÏÉÃÅÓȱ ɉ2ÏÌÌÉÎÇÓ ÁÎÄ -ÏÒÒÉÓ ςπππɊȢ 4ÈÉÓ ÍÉÒÒÏÒÓ )ÓÌÁȭÓ ÄÅÆÉÎÉÔÉÏÎ ÏÆ 

ȰÔÒÁÎÓÐÁÒÅÎÃÙȱȢ 'ÁÍÅÓ ÎÅÅÄ ÔÏ ÍÁËÅ ÁÎ ÅÆÆÏÒÔ ÔÏ ÃÌÁÒÉÆÙ ÔÈÅ ÃÁÕÓÅ ÁÎÄ ÅÆÆÅÃÔ 

relationship between player choices and their consequences in the game. The 

ÒÅÉÎÆÏÒÃÅÍÅÎÔ ÌÅÁÒÎÉÎÇ ÁÌÇÏÒÉÔÈÍ ÉÎ Ȱ"ÌÁÃË Ǫ 7ÈÉÔÅȱ ÍÁÄÅ ÉÔ ÔÏÏ ÄÉÆÆÉÃÕÌÔ ÆÏÒ ÐÌÁÙÅÒÓ ÔÏ 

ÔÒÁÃÅ ÂÁÃË ÁÎ ÕÎÄÅÓÉÒÅÄ !) ÂÅÈÁÖÉÏÕÒ ÔÏ ÔÈÅ ÃÈÏÉÃÅÓ ÔÈÁÔ ÔÈÅÙ ÍÁÄÅ ×ÈÅÎ ȰÔÒÁÉÎÉÎÇȱ 

their pet creature, leaving it unclear to ÔÈÅÍ ÈÏ× ÔÏ ȰÃÏÒÒÅÃÔȱ ÔÈÅ ÂÅÈÁÖÉÏÕÒȢ 4ÈÉÓ ÌÁÃË 

in clarity between cause (training) and effect (learnt behaviour) results in the 

interactions with the creature feeling inconsequential and ultimately arbitrary. 

Even though the AI system developed for this thesis aims to introduce novel features to 

game AI the relationship between design intent and player perception is a focus. This is 

done in order to ensure that it falls into the former category of AI systems, which 

augmented and simplified the AI development process and allowed developers to 

enhance the transparency and believability of virtual character behaviour.  

When it comes to advanced techniques such as adaptive and evolving agents, a major 

component of agent behaviour is the fitness criteria, or behaviour  goals that guide 

automated development or tuning approaches. Interactive video games provide a 

unique challenge here, since guidelines forming the fitness criteria must take into 

ÁÃÃÏÕÎÔ ÔÈÅ ÈÕÍÁÎ ÆÁÃÔÏÒÓ ÔÈÁÔ ÄÅÔÅÒÍÉÎÅ ×ÈÅÔÈÅÒ ÁÎ ÁÇÅÎÔ ÉÓ ȰÓÕÃÃÅÓÓÆÕÌȱ ÏÒ ÎÏÔȢ 

This differentiates this research from other typical research in robotics, Alife and even 

game AI, for example the work of Karl Sims (1994) and Jordan PollackȭÓ ÒÅÓÅÁÒÃÈ ÇÒÏÕÐ 

at Brandeis (Sevan 2007; Harrington 2014) on applying evolutionary algorithms to 

tune behaviour and create adaptive opponents using co-evolution in games. However, 

the performance metrics used in this research did not consider the perspective of the 

user and their interpretation of behaviour. The focus was typically on improving 

objective performance ÏÒ ÅÎÈÁÎÃÉÎÇ ÔÈÅ ÁÇÅÎÔÓȭ ÁÂÉÌÉÔÙ ÔÏ ÐÅÒÆÏÒÍ ÓÐÅÃÉÆÉÃ ÁÃÔÉÏÎÓ. This 

type of research also includes projects that measure how closely a virtual or robotic 

model resembles a biological counterpart. In the game AI field, it is also possible to find 

projects that aim to optimise specific agent behaviours and find efficient solutions for 

performing a specific task. For example, achieving human-like behaviour remains one 

of the most popular research topics in games AI (Magerko 2004; Thurau 2004; 

Livingstone 2006; Wang 2009; Laird 2012). 

However, the research in this thesis approaches the notion of believability from a 

character-driven perspective (Maes and Darrell 1995; Loyall 1997; Mateas 1997; 
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Perlin & Goldberg 1996; Gorniak and Blumberg 2005; Perlin 2009) and aims to 

contribute to this field by establishing criteria that incorporate subjective notions (e.g. 

of fun and suspension of disbelief).  

Underlying this work is the belief that investigating the relationship between design 

choices made during the development of a virtual agent, and the interpretation of 

users, to refine existing metrics and find potential pitfalls, will directly aid and inform 

future research and development.  

1.3 AIMS AND OBJECTIVES 

The aim of this research is to propose an alternative game AI design approach that 

introduces a new way of thinking about non-player character behaviour. This is 

grounded in the constructionist philosophy and the idea that new approaches to design 

can lead to novel solutions to existing problems. 

The objective is to present a series of proof of concept prototypes that demonstrate the 

ÕÓÅ ÏÆ ÔÈÅ Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ ÄÅÓÉÇÎ ÁÐÐÒÏÁÃÈ ÉÎ ÔÈÅ ÃÏÎÔÅØÔ ÏÆ ÖÉÄÅÏ ÇÁÍÅ !) 

development. A comparison between design intent and user perception is made by 

combining formal system design with an empirical user study. This will provide 

feedback on the viability and veracity of this approach as a development technique. 

Undertaking these two steps to developing a game character and comparing the 

perspectives on the system gained during each of them is intended to mirror and 

further inform  the state of the art agent development approach found in industry. 

Furthermore, the potential affordances and limitations of this design approach will be 

explored by experimenting with simple extensions to the architecture originally 

proposed in Italian-Austrian cyberneticist 6ÁÌÅÎÔÉÎÏ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎÔ 

Ȱ6ÅÈÉÃÌÅÓȡ %ØÐÅÒÉÍÅÎÔÓ ÉÎ 3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ (Braitenberg 1984).  

This thought experiment presented 14 agent architectures that were each given 

anthropomorphising names drawn from the field of psychology that suggested certain 

behavioural characteristics. It demonstrated how simple components interact to 

produce emergent behaviours that an observer may interpret as complex, and 

seemingly intelligent. This work is summarised and discussed in section 2.2.2. 
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1.4 CONTRIBUTIONS 

4ÈÅ ÅØÐÅÒÉÍÅÎÔ ÐÒÅÓÅÎÔÅÄ ÉÎ ÔÈÉÓ ×ÏÒË ÅÖÁÌÕÁÔÅÓ Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ ÁÓ ÁÎ 

approach to developing agents for games. The prototypes and the feedback gained 

from the user study stand as a proof of concept for using this approach in the context of 

ÇÁÍÅÓ ÄÅÖÅÌÏÐÍÅÎÔȢ 4ÈÅ ÅØÔÅÎÓÉÏÎÓ ÔÏ "ÒÁÉÔÅÎÂÅÒÇȭÓ Ȱ6ÅÈÉÃÌÅÓȱ ÁÒÃÈÉÔÅÃÔÕÒÅ ÐÒÅÓÅÎÔÅÄ 

in Chapter 6 Ȱ%ØÔÅÎÄÅÄ !ÒÃÈÉÔÅÃÔÕÒÅÓȱ represents a look forward into what might be 

possible when incorporating adaptive systems into agents based on bottom-up 

biologically inspired control systems. 

This work also aims to contribute to the study of key human factors that affect the 

perception of believability of AI characters in games. The review of a survey 

instrument  using believability criteria in the context of user-centred design of gaming 

agents contributes to the ongoing discussion on using metrics to measure subjective, 

aesthetic qualities and the performance of agents designed for entertainment. 

1.5 RESEARCH QUESTIONS 

Can Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ ÁÓ Á bottom-up, constructionist AI design philosophy 

inform, improve and augment established top-down game AI development 

approaches? What new perspectives on agent architecture design can be gained from 

adopting this approach? 

How can we create behaviourally complex, believable and tractable software agents in 

virtual world s designed for entertainment ÕÓÉÎÇ Á Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ ÄÅÓÉÇÎ 

approach? 

What are the human factors that need to be taken into account when making design 

decisions during the development of believable agents for games? 

1.6 RESEARCH METHOD 

The bottom-ÕÐ ÄÅÖÅÌÏÐÍÅÎÔ ÏÆ ÁÇÅÎÔ ÁÒÃÈÉÔÅÃÔÕÒÅÓ ×ÁÓ ÇÕÉÄÅÄ ÂÙ "ÒÁÉÔÅÎÂÅÒÇȭÓ 

ÉÔÅÒÁÔÉÖÅ Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ ÁÐÐÒÏÁÃÈȢ 4ÈÉÓ ÒÅÓÕÌÔÅÄ ÉÎ Á ÓÅÒÉÅÓ ÏÆ ÓÉÍÐÌÅ ÁÇÅÎÔÓ 

that exhibit complex emergent behaviour that were tested in the context of a game 

scenario, to elicit behavioural factors that contribute or interfere with the sense of 

ȰÂÅÌÉÅÖÁÂÉÌÉÔÙȱ ÏÆ ÔÈÅ virtual agent. 
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The user tests were conducted using a lab-based user experience study. Prototypes 

were tested in a gaming context by a sample user group consisting of non-gamers and 

typical end users from diverse demographics backgrounds.  

Qualitative content analysis was used to evaluate the data gathered in the lab study to 

elicit emergent themes and categories in the user responses that help to identify the 

key factors that affect the interaction and relationship between users/players and the 

behaviour of the virtual agent. 

1.7 SCOPE OF THE RESEARCH 

The thesis is situated in the field of game AI and user experience in games research. 

The scope is restricted to analysing agents developed using "ÒÁÉÔÅÎÂÅÒÇȭÓ Synthetic 

Psychology approach to test its viability as a development method for gaming agents 

ÁÎÄ ÅÌÉÃÉÔ ÆÁÃÔÏÒÓ ÔÈÁÔ ÁÆÆÅÃÔ ÈÏ× ȰÂÅÌÉÅÖÁÂÌÅȱ ÁÎ ÁÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ ÁÐÐÅÁÒs to users 

interacting with it in the context of an adversarial game. 

This thesis aims to find ways in which bottom-up development techniques may be 

employed to contribute to existing Game AI systems, by encouraging the use of 

architectures that allow for more emergent behaviours and interactions. 

!ÎÔÈÒÏÐÏÍÏÒÐÈÉÓÉÎÇ ÁÇÅÎÔ ÂÅÈÁÖÉÏÕÒ ÉÓ Á ÃÅÎÔÒÁÌ ÎÏÔÉÏÎ ÏÆ Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱȢ 

However, the architectures presented in this thesis do not seek to emulate or model 

animal behaviour, though analogies will be drawn. 

1.8 OUTLINE OF THE THESIS 

The introduction has discussed the motivation, questions and objectives that guide this 

research. It briefly summarised the methods used to address these questions and the 

limits and scope of its contribution. 

Chapter 2 is a literature review of related work in the believable agents and robotics 

research field and the video games industry. It reviews relevant research in designing 

believable characters, evaluation metrics and user testing. 

Chapter 3 discusses the methods used and simulation tools and models that were 

ÃÒÅÁÔÅÄ ÔÏ ÅØÐÌÏÒÅ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÁÒÃÈÉÔÅÃÔÕÒÅÓ and development approach and to 

perform the user experiments in Chapter 5. 



23 

 

#ÈÁÐÔÅÒ τ ÄÏÃÕÍÅÎÔÓ ÔÈÅ ÁÄÁÐÔÉÏÎ ÏÆ "ÒÁÉÔÅÎÂÅÒÇ Ȱ6ÅÈÉÃÌÅȱ ÁÒÃÈÉÔÅÃÔÕÒÅÓ ÆÏÒ ÇÁÍÅ !) 

and details the models used for user testing in Chapter 5.  

Chapter 5 presents the results of the empirical analysis of the agent models in the 

context of an adversarial game. 

#ÈÁÐÔÅÒ φ ÅØÐÌÏÒÅÓ ÔÈÅ ÌÉÍÉÔÓ ÏÆ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÁÐÐÒÏÁÃÈ ÕÓÉÎÇ ÄÉÆÆÅÒÅÎÔ ÓÉÍÕÌÁÔÉÏÎ 

environments and connectionist components. It also discusses why bottom-up 

ÁÒÃÈÉÔÅÃÔÕÒÅÓ ÌÉËÅ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÁÒÅ ÓÅÔ ÔÏ ÂÅÃÏÍÅ ÍÏÒÅ ÒÅÌÅÖÁÎÔ ÁÓ ÃÏÎÎÅÃÔÉÏÎÉÓÔ 

architectures become more mainstream and applicable in a consumer context. 

Chapter 7 concludes, reflecting on the findings, summarising the contributions of the 

thesis, while suggesting further work. 
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2 LITERATURE REVIEW 

The following literature review provides the foundation for the research in this thesis. 

It highlights significant work done in the study of the notion of believability, 

suspension of disbelief in media and what in particular, makes virtual characters 

believable. It then discusses examples of believable agent development in both 

research and industry, highlighting agent models and development approaches that 

significantly advanced the field in their ti me. The final section discusses projects from 

robotics that, while not focusing on virtual agents, adopted methods from that field to 

enhance social interaction and create an emotional bond between robots and humans. 

2.1 CRITERIA FOR BELIEVABLE AGENTS 

To test whether an agent will be perceived as Ȱbelievableȱ, it is important to explore 

the main approaches and identify the key factors that make an agent seem believable 

to an observer. This chapter reviews existing definitions of and criteria for believability 

in various domains and describes how these may be adapted to be used to evaluate 

existing agent architectures and contribute to the development of a new design 

approach. 

This chapter then reviews examples of believable agents in related media and 

discusses the work of research groups from the virtual agents and robotics field which 

followed similar objectives to this thesis. 

2.1.1 THE DISTINCTION BETWEEN BELIEVABLE AND LIFELIKE 

The first issue at hand is to define what Ȱbelievableȱ means and to differentiate this 

property from other terms, such as Ȱlifelikeȱ and Ȱrealisticȱ.  

An early decision was that this project would not aim at creating an agent that is based 

on any real, living being. The term realistic is therefore not applicable to the agent 

architecture developed in this thesis, but can be used to describe some of the 

properties of the simulation environment that was used, which features realistic 

physics. The model of the brain ÔÈÁÔ ÉÓ ÕÓÅÄ ÔÏ ÃÏÎÔÒÏÌ ÔÈÅ ÁÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ ÄÏÅÓ, 

however, not attempt to emulate the properties of real brains (even though it is 

certainly inspired by them) and should therefore not be measured against them. 

The distinction between lifelike and believable is more difficult. Loyall provides a good 

differentiation between the two properties in his thesis (Loyall 1997): 
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ȰLifelike and believable are both terms borrowed from the character-based 

arts. I use the term believable throughout this thesis because its meaning is 

less ambiguous. Lifelike characters in the arts and lifelike computer 

characters in computer science are sometimes used to connote 

believability, but at other times these terms are used to denote work that 

focuses on realism, cognitive plausibility, or other concepts not necessarily 

ÃÅÎÔÒÁÌ ÔÏ ÂÅÌÉÅÖÁÂÉÌÉÔÙȢȱ   

(Loyall 1997 p. 10, emphasis in the original)  

Loyall states that the criteria for lifelike and believable characters can be quite different. 

Taking an example from acting can make this distinction clear: An actor playing his 

character badly will certainly be lifelike, but might not be believable to the audience.  

Because of its less ambiguous nature and stronger differentiation fr om realistic, the 

term believable will be used as the central term in this thesis. The following sections 

describe how the criteria for believability and the corresponding art of suspending 

disbelief were affected, as the representation of characters moved through increasingly 

complex media. 

2.1.2 BELIEVABILITY VS HUMAN-LIKE BEHAVIOUR 

Another distinction that needs to be made is between believable and human-like 

behaviour. Setting human-like behaviour as a goal has recently gained a lot of traction 

in the research and game development community, mostly spurred by the success of 

systems that employ player analytics in their models. 

The 2k BotPrize Competition  

There has been a lot of press and even mainstream media attention surrounding the 

success of two teams passing what the media tends to call the Turing test of gaming, 

ÔÈÅ Ȱ"ÏÔÐÒÉÚÅȱ ÉÎ ςπρς ɉ/ÐÐÅÎÈÅÉÍÅÒ ςπρςȠ 2ÏÓÓÉÇÎÏÌ ςπρςȠ 2ÕÎÄÌÅ ςπρςɊȢ 4ÈÉÓ 

competition, which was first held in Perth, Western Australia in 2008, sees teams of AI 

developers competing in designing adversarial agents for the first person shooter 

ɉ&03Ɋ ÇÁÍÅ ÏÆ Ȱ5ÎÒÅÁÌ 4ÏÕÒÎÁÍÅÎÔ ςππφͼȢ !Ó ×ÉÔÈ ÓÉÍÉÌÁÒ 4ÕÒÉÎÇ ÉÎÓÐÉÒÅÄ !) ÔÅÓÔÓȟ ÔÈÅ 

goal is to fool human players into thinking they are playing against another human, 

when in fact they are playing against a non-player character (NPC). Two agents passed 

ÔÈÅ υπϷ ÔÈÒÅÓÈÏÌÄ ÒÁÔÉÎÇ ÆÏÒ ȰÈÕÍÁÎÎÅÓÓȱ ÁÎÄ ÓÈÁÒÅÄ ÔÈÅ ÐÒÉÚÅȢ 4ÈÅ 54ͮς agent 

developed by a University of Texas at Austin team lead by Risto Miikkulainen and the 



26 

 

MirrorBot created by Romanian computer scientist Mihai Polceanu, both used a similar 

approach to emulate human behaviour that involved imitating the human players in 

the game.  

According to Miikulainen UT^2 uses a neuro-evolution process to tune the neural 

network controlling the ÁÇÅÎÔȭÓ movement, aiming and decision making, and the key to 

achieving human-like behaviour lies in the imperfections and occasional incoherence 

of human behaviour. Using this method, the aiming of the agents will become less 

accurate in chaotic situations and while moving fast. The agent is also capable of 

ÈÏÌÄÉÎÇ ȰÇÒÕÄÇÅÓȱ ÁÇÁÉÎÓÔ ÐÁÒÔÉÃÕÌÁÒ ÏÐÐÏÎÅÎÔÓ ÁÎÄ ÃÈÁÓÅs them, even if that causes it 

harm. Miikulainen points out that it was the latter property especially that convinced 

the judges. 

Player Modelling in Racing Game AI 

Recent successful examples in the games industry include player-model driven AI in 

ÔÈÅ ÒÁÃÉÎÇ ÇÁÍÅÓ Ȱ&/2:! υȱ (Turn 10 Studios, Microsoft Studios 2013) ÁÎÄ &ÉÒÅÍÉÎÔȭÓ 

Ȱ2ÅÁÌ 2ÁÃÉÎÇȱ (Firemint 2013)Ȣ 4ÈÅ ×ÉÎÎÅÒÓ ÏÆ ÔÈÅ ςπρς Ȱ"ÏÔ0ÒÉÚÅȱ ÁÌÓÏ ÕÓÅÄ Á ÓÉÍÉÌÁÒ 

player-imitation approach. Both Firemintȭs approach and that of the BotPrize winners 

record player data that is then used to set the constraints of a neural network. Through 

neuroevolution the neural network controlling the agents is optimised within the 

restraints to prevent it from becoming too accurate. 

4ÈÅ Ȱ$ÒÉÖÁÔÁÒȱ ÆÅÁÔÕÒÅ ÈÁÓ ÂÅÅÎ ÉÎ ÄÅÖÅÌÏÐÍÅÎÔ ÁÔ -ÉÃÒÏÓÏÆÔ 2ÅÓÅÁÒÃÈ ÉÎ #ÁÍÂÒÉÄÇÅ 

ÓÉÎÃÅ ςππς ÁÎÄ ÌÅÔÓ ÔÈÅ ÐÌÁÙÅÒÓ ȰÔÒÁÉÎȱ ÁÎ !) ÓÙÓÔÅÍ ÔÏ ÄÒÉÖÅ ÌÉËÅ ÔÈÅÍ (Microsoft 

Research 2013). The statistical data captures the ÐÌÁÙÅÒȭÓ ÒÁÃÉÎÇ ÓÔÒÁÔÅÇÙ ÁÎÄ ÁÂÉÌÉÔÙ ÔÏ 

follow the ideal racing line. This data is then used inform the driving style of the 

Ȱ$ÒÉÖÁÔÁÒȱȟ ÁÎ !) ÁÇÅÎÔ ÄÒÉÖÅÒ ÔÈÁÔ ÃÁÎ ÃÏÍÐÅÔÅ ÉÎ ÒÁÃÅÓ ÆÏÒ ÔÈÅ ÐÌÁÙÅÒȢ The Drivatar 

system also affects the AI opponent drivers. The performance data of players around 

the world is shared across Microsoftȭs cloud network. The game downloads driver 

profiles from other players with similar skill to control the opponents in the game. This 

creates a form of dynamic difficulty based on the actual performance and habits of the 

ÐÌÁÙÅÒ ÃÏÍÍÕÎÉÔÙȢ ! ÖÅÒÙ ÓÉÍÉÌÁÒ ÓÙÓÔÅÍ ÉÓ ÕÓÅÄ ÉÎ &ÉÒÅÍÉÎÔȭÓ Ȱ2ÅÁÌ 2ÁÃÉÎÇȱȢ 4ÈÉÓ 

system uses a similar approach to the winners of the 2012 BotPrize in that it evolves a 

neural network controller using genetic algorithms informed and constrained by 

ÐÌÁÙÅÒ ÄÁÔÁ ÄÅÒÉÖÅÄ ÆÒÏÍ ÈÕÍÁÎ ÐÌÁÙÅÒÓȢ )Ô ÃÏÍÂÉÎÅÄ -ÉÃÒÏÓÏÆÔȭÓ ÁÐÐÒÏÁÃÈ ×ÉÔÈ ÔÈÅ 

UT^2 and MirrorBot technical approach in that it sources its player data through the 
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cloud, collecting data from players around the world and modelling agents based on 

their behaviour. 

Significance to this Research 

According to Livingstone (2006), measuring the success of AI characters with regard to 

their ability to convince players interacting with them that they are another human 

player is a useful and popular type of metric for judging AI behaviour in games. The key 

difference to the believability metrics discussed in the rest of this chapter, is that the 

agents designed to win the BotPrize or play like human racers are specifically 

engineered to imitate human behaviour. This metric is most suited for gaming contexts 

that usually involve player vs. player (pvp) scenarios and thus the illusion and 

suspension of disbelief is grounded in that notion.  

Believability metrics for virtual characters do not have this focus. They are not 

exclusively concerned with imitating the behaviour of a player controlling a virtual 

character. Rather they are concerned with what generates the perception of character ɀ 

in a similar vein to how principles of acting (Stanislavsky and Popper 1961; 

Stanislavski 1968) and animation (Thomas and Johnston 1981; Lasseter 1987) inform 

actors and animators on how to act believably or make their drawings come to life. 

Livingstone (2006) differentiates between the two notions of believability using a 

ÑÕÅÓÔÉÏÎȡ ȰÓÈÏÕÌÄ !) ÂÅ ÉÎÄÉÓÔÉnguishable from a human player or should it try to be a 

better role-ÐÌÁÙÅÒȱȢ 4ÈÅ ÄÅÆÉÎÉÔÉÏÎ ÆÏÒ ÂÅÌÉÅÖÁÂÉÌÉÔÙ ÕÓÅÄ ÉÎ ÔÈÉÓ ÔÈÅÓÉÓȟ ÆÏÃÕÓÅÓ ÏÎ ÔÈÅ 

latter. 

A central idea that is shared by research in believable characters and projects that 

pursue human-like behaviour is the notion of suspension of disbelief. This idea will be 

discussed in the following section. 

2.1.3 SUSPENSION OF DISBELIEF 

Suspension of disbelief is the willingness and desire of the viewers to believe in a 

fictional world. Earning and keeping this ȰÐÏÅÔÉÃ ÆÁÉÔÈȱ as Samuel Taylor Coleridge calls 

it, lies at the heart of the craftsmanship of the character arts.  

ȰȣÔÏ ÔÒÁÎÓÆÅÒ ÆÒÏÍ ÏÕÒ ÉÎ×ÁÒÄ ÎÁÔÕÒÅ Á ÈÕÍÁÎ ÉÎÔÅÒÅÓÔ ÁÎÄ Á ÓÅÍÂÌÁÎÃÅ ÏÆ 

truth sufficient to procure for these shadows of imagination that willing 

ÓÕÓÐÅÎÓÉÏÎ ÏÆ ÄÉÓÂÅÌÉÅÆ ÆÏÒ ÔÈÅ ÍÏÍÅÎÔȟ ×ÈÉÃÈ ÃÏÎÓÔÉÔÕÔÅÓ ÐÏÅÔÉÃ ÆÁÉÔÈȱ 

(Coleridge 1817) 
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The mastery of this craft, in a given medium, requires acute attention to detail. 

However, it is not the absolute amount of detail and adherence to realism that are the 

key to coercing the audience, but upholding a contract between audience and author. 

The presentation of an internally consistent, fictional world and the audience giving its 

belief in return, are the reciprocal terms of this contract. This means that if a story is 

presented consistently and is interesting to the audience, it does not necessarily have 

to be realistic. 

What Coleridge calls Ȱa semblance of truthȱ can be regarded as the internal consistency 

of the fictional story told and Ȱour inward natureȱ as the source of this knowledge. 

While this notion can be applied to character arts that are under the control of a human 

artist, author, actor or animator, the following section defines the properties of 

believable characters in general. This is necessary for the purpose of creating 

characters that are autonomous and therefore detached from direct human influence 

after they have been initialised. 

The fact remains that even these autonomous characters must adhere to the contract 

between what they represent and their observer, in order to convince them to willingly 

suspend their disbelief. 

2.1.4 THE FUNDAMENTAL PRINCIPLES OF CLASSICAL ANIMATION 

Rules that were initially developed for classical hand-drawn animation also apply to 

computer-generated characters. The leading innovators of this craft were the 

animators at Walt Disney studios, who compiled their experiences in a collection of 

ÔÅÃÈÎÉÑÕÅÓ ÁÎÄ ÐÒÉÎÃÉÐÌÅÓ ÉÎ ÔÈÅ ÓÅÍÉÎÁÌ ×ÏÒË Ȱ4ÈÅ )ÌÌÕÓÉÏÎ ÏÆ ,ÉÆÅȱ ɉ4ÈÏÍÁÓ ÁÎÄ 

Johnston 1981). Chuck Jones from Warner Brothers presents a similar approach in 

ȰChuck Amuckȱ (Jones 1989). These works are in turn strongly inspired by previous 

work in the character arts of stage and film acting (Stanislavsky and Popper 1961; 

Stanislavski 1968) and the art of dramatic writing (Egri 2004). 

John Lasseter of Pixar later expanded on these principles and applied them to the new 

work environment and tools for digital computer animation. According to Lasseter 

(1987), the fundamental principles of traditional animation that he adapted from 

Disney (Thomas and Johnston 1981) are: 

1. Squash and Stretch: Lasseter states that perhaps the most important principle 

is squash and ÓÔÒÅÔÃÈȢ 4ÈÉÓ ȰÄÅÆÉÎÅÓ ÔÈÅ ÒÉÇÉÄÉÔÙ ÁÎÄ ÍÁÓÓ ÏÆ ÁÎ ÏÂÊÅÃÔ ÂÙ 
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distorting its shape durÉÎÇ ÁÎ ÁÃÔÉÏÎȱ ɉ,ÁÓÓÅÔÅÒ ρωψχ Ð. 36). He describes how 

this technique is often required to alleviate the unnatural-looking strobe effects 

that occur when an object moves very fast. 

2. Timing and Motion : Timing is the speed of action. It not only reflects the 

weight and size of the animated object, but can also be used to carry emotional 

meaning. 

3. The anticipation  of an action includes a character preparing for an action e.g. 

bÙ ÁÄÊÕÓÔÉÎÇ ÐÏÉÓÅ ÏÒ ÆÌÅØÉÎÇ ÉÔÓ ÍÕÓÃÌÅÓȢ )ÔÓ ÍÁÉÎ ÕÓÅ ÉÓ ÔÏ ÄÉÒÅÃÔ ÔÈÅ ÖÉÅ×ÅÒÓȭ 

attention to the action. 

4. The staging of the action itself. This is the animator telling the audience what 

object to look at. The object of interest needs to contrast the rest of the scene. 

According to Lasseter, if a scene is busy, a still object will stand out, while in a 

still scene, movement will attract attention. He also cites Disney (Thomas and 

Johnston 1981) who found that performing actions in silhouette also enhances 

their clarity.  

5. The reaction to the action. Lasseter describes how Follow through and 

overlapping  shows the relationship between actions. Some actions may lead 

others and appendages or loose objects will drag behind the leading action. In a 

series of actions, each action should flow into the next, as this will give the 

impression of the character having planned the sequence of actions in its mind. 

6. Straight ahead action and Pose -to-Pose action describes two different 

approaches to animation. The first sees an animator drawing the animation 

frame-by-frame. Lasseter states that this is best for wild and spontaneous 

actions. The second approach starts by establishing the key poses of an 

animation before filling in the frames in between. This approach is best suited 

when accurate timing and a believably acted performance is required. 

7. Slow in and Out  refers to what is now commonly known as easing animation. 

It determines when an animation features more in-between frames 

surrounding an important key-frame, thus slowing down perceived movement 

and emphasising that pose. 

8. Exaggeration  is used to accentuate the above principles in order to make the 

animation both more realistic and entertaining. In his example, Lasseter 

ÄÅÓÃÒÉÂÅÓ ÔÈÁÔ ÔÈÅ *ÒȢ ,ÕØÏÒ ÌÁÍÐ ÐÏÒÔÒÁÙÅÄ ÉÎ Ȱ,ÉÇÈÔ ÁÎÄ (ÅÁÖÙȱ ×ÁÓ ÇÉÖÅÎ 

exaggerated child-like proportions and that its movements had to be 

exaggerated accordingly to match this appearance. Important to note is the fact 

ÔÈÁÔ ,ÁÓÓÅÔÅÒ ÓÔÁÔÅÓ Ȱ4ÈÅ ÁÎÉÍÁÔÏÒ ÍÕÓÔ ÇÏ ÔÏ ÔÈÅ ÈÅÁÒÔ ÏÆ ÁÎÙÔÈÉÎÇ ÏÒ ÁÎÙ ÉÄÅÁ 
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and develop its essence, understand the reason for it, so that the audience will 

also ÕÎÄÅÒÓÔÁÎÄ ÉÔȱ ɉ,ÁÓÓÅÔÅÒ ρωψχ Ð. 41). This notion of the character-animator 

ÒÅÌÁÔÉÏÎÓÈÉÐȟ ×ÈÉÃÈ ÁÇÁÉÎ ÒÅÓÅÍÂÌÅÓ #ÏÌÅÒÉÄÇÅȭÓ ȰÓÅÍÂÌÁÎÃÅ ÏÆ ÔÒÕÔÈȱ ɉ#ÏÌÅÒÉÄÇÅ 

1817), is key to the difficulty of automating believable agents. 

9. Secondary actions  could be referred to as the details in a scene. This could be 

the movement of long hair, the swinging of a tail or the bobbing of a hat. In 

some cases, however, Lasseter explains, a secondary action can also be the 

facial expression on the character that follows the primary action of the 

ÃÈÁÒÁÃÔÅÒÓȭ ÂÏÄÙ ÍÏÖÅÍÅÎÔÓȢ 

10. Appeal  is the charisma of an actor or scene. In animated terms this would be 

the graphical design of the character, the quality of the computer graphics or 

artistic style. Scenes and characters should neither be too simple, nor too 

complex.  

Principles 4, 8 and 10 are concerned with the appearance of the agent and govern the 

visual impact of the character within the context of a scene. When making virtual 

agents more believable, emphasizing certain behaviour traits becomes an important 

since, according to Lasseter and Thomas and Johnston, they lie at the core of the 

personality. 

Principles 2, 5, 7 and 9 all consider the physical properties of an animated object, 

which could be handled by using physics simulations in the animation. At the time 

when Thomas, Johnston and Lasseter defined these requirements, realistic physics 

simulations for animations did not exist, especially not in real-ÔÉÍÅ ɉÉÎ ,ÁÓÓÅÔÅÒȭÓ ÃÁÓÅɊȢ 

Animators had to therefore imagine the effects of the physical properties of the 

animated object. Even the first principle squash and stretch has lost some of its 

importance in light of recent developments in computer graphics image processing. 

Object-motion blur can now be applied to fast moving objects and fulfil s a similar 

purpose to squash and stretch (although the latter is still used for non-realistic 

rendering).  

Principle 3, anticipation, is significant in that it represents the only principle from 

classical animation that directly informs the development of behaviour controllers. 

While it can be seen in realistic simulations of animals, such as the physically actuated 

body simulations found in Terzopoulos realistic fish (Tu and Terzopoulos 1994) and 

naturaÌ ÍÏÔÉÏÎÓ ȰÄÙÎÁÍÉÃ ÍÏÔÉÏÎ ÓÙÎÔÈÅÓÉÓȱ system (Naturalmotion 2005) , it is not 

something that is inherent to all virtual agents. For agents that do not use simulated 
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muscle systems, where early fluctuations and flexing can ÓÉÇÎÉÆÙ ÁÎÄ ȰÁÎÎÏÕÎÃÅȱ ÁÎ 

impending action, anticipation has to be integrated deliberately.  

Lasseter describes how straight ahead and pose-to-pose animation techniques have 

been replaced by hierarchical animation techniques in the transition to computer 

graphics (Lasseter 1987 p. 40). Similar approaches are still used for handcrafted 

animations today and are often combined with techniques such as motion and 

performance-capture, which uses performances of real actors as the basis for body and 

facial animations. 

Thus, while they still hold true today, adhering to the fundamental principles of 

computer animation is not the sole responsibility of the animator anymore. Physical 

properties of objects can be simulated in real-time, image processing effects can 

support the impact of the appearance of motion and modern hierarchical animation 

and motion capture techniques provide the building blocks for entire performances. 

This has allowed the role of the animator to shift toward a focus on the composition 

and staging of animated scenes, letting them concentrate on adding detail, appeal and 

exaggeration where appropriate. 

2.1.5 CRITERIA FOR BELIEVABLE AUTONOMOUS INTERACTIVE AGENTS 

In his PhD thesis Michael Mateas defines a set of believability metrics adapted from the 

principles for believable characters from classical animation and the performing arts. 

He justifies this, stating that ȰÃÒÅÁÔÏÒÓ ÏÆ ÎÏÎϺÉÎÔÅÒÁÃÔÉÖÅ ÃÈÁÒÁÃÔÅÒÓ ÈÁÖÅ ×ÒÉÔÔÅÎ 

ÅØÔÅÎÓÉÖÅÌÙ ÏÎ ×ÈÁÔ ÍÁËÅÓ Á ÃÈÁÒÁÃÔÅÒ ÂÅÌÉÅÖÁÂÌÅȱ (Mateas 1997). In Chapter 2 of his 

thesis, Loyall (1997) compiles a set of criteria for believable agents that he later used to 

evaluate virtual agents.  

Based on his findings, Mateas (1997) presents a list of guidelines formed of six 

requirements for believability. The following list is quoted from Mateas (1997). 

However, note that numbers instead of bullets are used for reader convenience and 

later reference: 

1. Personality  Ϻ 2ÉÃÈ ÐÅÒÓÏÎÁÌÉÔÙ ÓÈÏÕÌÄ ÉÎÆÕÓÅ ÅÖÅÒÙÔÈÉÎÇ ÔÈÁÔ Á 

character does, from the way they talk and move to the way they think. 

What makes characters interesting are their unique ways of doing 

things. Personality is about the unique and specific, not the general. 
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2. Emotion  Ϻ #ÈÁÒÁÃÔÅÒÓ ÅØÈÉÂÉÔ ÔÈÅÉÒ Ï×Î ÅÍÏÔÉÏÎÓ ÁÎÄ ÒÅÓÐÏÎÄ ÔÏ ÔÈÅ 

ÅÍÏÔÉÏÎÓ ÏÆ ÏÔÈÅÒÓ ÉÎ ÐÅÒÓÏÎÁÌÉÔÙϺÓÐÅÃÉÆÉÃ ×ÁÙÓȢ 

3. 3ÅÌÆϺÍÏÔÉÖÁÔÉÏÎ Ϻ #ÈÁÒÁÃÔÅÒÓ ÄÏÎȭÔ ÊÕÓÔ ÒÅÁÃÔ ÔÏ ÔÈÅ ÁÃÔivity of others. 

They have their own internal drives and desires, which they pursue 

whether or not others are interacting with them. 

4. Change Ϻ #ÈÁÒÁÃÔÅÒÓ ÇÒÏ× ÁÎÄ ÃÈÁÎÇÅ ×ÉÔÈ ÔÉÍÅȟ ÉÎ Á ÍÁÎÎÅÒ 

consistent with their personality. 

5. Social relationships  Ϻ #ÈÁÒÁÃters engage in detailed interactions with 

others in a manner consistent with their relationship. In turn, these 

relationships change as a result of the interaction. 

6. Illusion of life  Ϻ ÔÈÉÓ ÉÓ Á ÃÏÌÌÅÃÔÉÏÎ ÏÆ ÒÅÑÕÉÒÅÍÅÎÔÓ ÓÕÃÈ ÁÓȡ ÐÕÒÓÕÉÎÇ 

multiple, simultaneous goals and actions, having broad capabilities 

(e.g. movement, perception, memory, language), and reacting quickly 

to stimuli in the environment. Traditional character artists do not 

mention these requirements explicitly, because they often get them for 

free (from a human actor, or as a deep assumption in animation). But 

builders of interactive characters must concern themselves explicitly 

with building agent architectures that support these requirements. 

(Mateas 1997, p. 6, emphasis in the original) 

The first four criteria stem from the central notion of internal consistency, which was 

explored in the previous section. The fifth is optional, as a character should be able to 

convince on its own, without interacting with others. 

Of specific interest is point 6, which refers to a collection of requirements for creating 

the Ȱillusion of lifeȱ. Mateas states that these are taken for granted by the character 

artists (Mateas 1997)ȟ Á ÓÔÁÔÅÍÅÎÔ ÃÏÎÓÉÓÔÅÎÔ ×ÉÔÈ #ÏÌÅÒÉÄÇÅȭÓ ÎÏÔÉÏÎ that the Ȱinward 

natureȱ ÏÆ ÔÈÅ Áuthor provides Ȱa semblance of truthȱ ÔÏ ÔÈÅ ×ÏÒË ɉ#ÏÌÅÒÉÄÇÅ ρψρχɊ. 

The importance of these requirements is further emphasized by Mateas and Loyall, 

who proceed to define a specific subset of criteria that focus solely on the illusion of life 

(Mateas 1997; Loyall 1997). These criteria are discussed in the following section. 
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2.1.6 BELIEVABLE AGENTS AND THE ILLUSION OF LIFE 

The requirements for creating the ȰÉÌÌÕÓÉÏÎ ÏÆ ÌÉÆÅȰ ÉÓ Á ÓÅÔ ÏÆ ÄÅÔÁÉÌÅÄ ÃÒÉÔÅÒÉÁ ÔÈÁÔ ÆÏÃÕÓ 

on the physical nature of the character being portrayed. While the first five criteria for 

believability focus on what components the Ȱmindȱ of a believable agent should have, 

ÔÈÅ ȰÉÌÌÕÓÉÏÎ ÏÆ ÌÉÆÅȱ ÆÏÃÕÓÅÓ ÏÎ ÈÏ× ÔÈÅÓÅ ÃÏÍÐÏÎÅÎÔÓ ÓÈÏÕÌÄ ÁÃÔ ÁÎÄ ÉÎÔÅÒÁÃÔȢ 

In his thesis, Loyall (1997) breaks down these elements into the following list, which is 

summarized  from (Loyall 1997 pp. 23-27): 

1. Appearance of Goals ɀ Characters must appear to have goals. Loyallȭs method 

ÏÆ ÉÍÐÌÅÍÅÎÔÉÎÇ ÔÈÅÓÅ ÉÓ ÔÏ ȰÕÓÅ ÅØÐÌÉÃÉÔ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎÓ ÏÆ ÇÏÁÌÓ ÉÎ ÔÈÅ 

ÁÒÃÈÉÔÅÃÔÕÒÅȱ (Loyall 1997 p. 24). An author would then create behaviours to 

express these goals. 

2. Concurrent pursu it of Goals and Parallel Action  ɀ An agent must be able to 

perform multiple actions simultaneously.  

3. Reactive and Responsive ɀ Characters must be reactive to events occurring 

ÁÒÏÕÎÄ ÔÈÅÍȢ ,ÏÙÁÌÌ ÓÔÁÔÅÓȟ Ȱ)Ô ÉÓ ÎÏÔ ÅÎÏÕÇÈ ÔÏ ÈÁÖÅ ÔÈÉÓ ÁÂÉÌÉÔÙ ÔÏ ÂÅ ÒÅÁÃÔÉÖÅȢ 

These reactions must be at speeds that are ÒÅÁÓÏÎÁÂÌÅȱ (Loyall 1997 p. 24). The 

reaction time should be dependent on the characterȭs current disposition 

(nervous, tired etc.) and situation it is in.  

4. Situated  ɀ Described as a basic need for characters. It indicates the 

requirement that a believable agent has to choose appropriate actions 

according to its situation. In other words, instead of just taking orders, the 

agent must interpret them and demonstrate and awareness of its situation. 

5. Resource Bounded (body and mind)  ɀ Physical needs and resources, such as 

food or stamina, often govern the behaviour of living beings. A believable 

character will also have to appear to be Ȱembodiedȱ in this sense. 

6. Exist in a Social context ɀ The social context of a character can be the back-

story or setting of the scene in which the character takes part.  

7. Broadly Capable ɀ Loyall states that believable agents must be broadly 

capable in that they need to be able to perform a wide range of different 

internal and external actions similar to those of real living beings.  

8. Well integrate d (capabilities and behaviours)  ɀ With this criterion Loyall 

states that all agent actions should be performed in real-time and that any 

deliberation that takes longer has to be masked by other concurrent actions, 

while not causing any unrelated action to stop (he cites the example of a robot 
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stopping to process visual information). Loyall also mentions the more subtle 

discrepancy that comes from converting symbols from one knowledge system 

to another. A classical AI robot might know more in the context of speech than 

it does in the context of navigating an environment (e.g. it might be able to talk 

ÁÂÏÕÔ ×ÈÁÔ Á ȰÄÏÏÒȱ ÉÓȟ ÂÕÔ ÃÁÎÎÏÔ ÄÅÔÅÃÔ ÏÎÅ ÉÆ ÉÔ ÓÅÅÓ ÉÔɊȢ  

These requirements extend the fundamental principles for animation, which were 

covered in Section 2.1.4 to include the notions of real-time responsiveness and the 

properties of embodied agents.  

In their current form, these criteria for believability are useful as a guideline, but they 

do not provide any indication of measurable metrics that could be used to evaluate a 

set of believable agent architectures against each other, or to establish whether an 

agent that fulfilled a subset of them, was still believable as a whole. 

The next section discusses how this set of criteria for believability was developed into a 

format that made them suitable for evaluating and comparing agents. 

2.1.7 MEASURING BELIEVABILITY 

The criteria for believability presented in the previous chapter have proven to be good 

guidelines for animators and virtual agent developers, but they do not constitute a set 

of reliable metrics for comparing existing agents. While Loyall and Mateas state that a 

prototype showcasing their agents was presented to a large number of users (Loyall 

1997 p. 162), the believability criteria were not used to evaluate the agents. Loyall 

provides only one measure of success in that he states that users were engaged with 

the prototypes and spent up to ten minutes playing with the agents. 

Gomes et al formalised the believability criteria into a believability metric that can be 

used to measure the believability of computer controlled characters (Gomes 2013). 

They propose a series of questions and specify the format in which they should be 

presented on a questionnaire. The questions are designed to be understood by an 

audience unfamiliar with the abstract concept of believability, such that empirical 

studies with a wide diversity in the demographic spectrum are possible (Gomes 2011). 

The following believability dimensions were defined by Gomes (2013). They suggest 

that each of these should be presented to the user in the form of a question to be 

answered on a Likert scale, with its boundaries ÒÁÎÇÉÎÇ ÆÒÏÍ ȰÔÏÔÁÌÌÙ ÄÉÓÁÇÒÅÅȱ ÔÏ 

ȰÔÏÔÁÌÌÙ ÁÇÒÅÅȱ: 
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1. Awareness  ɀ The Agent perceives the world around him/her. 

A way to show that the agent is aware of its surroundings is important to make 

sure that it reacts to changes in the environment around it. Gomes (2013) 

ÄÒÁ×Ó ÕÐÏÎ ,ÏÙÁÌÌȭÓ σrd believability requirement for the illusions of life, 

namelÙ ÔÈÁÔ ÁÎ ÁÇÅÎÔ ÍÕÓÔ ÅØÈÉÂÉÔ ȰÒÅÁÃÔÉÖÅ ÁÎÄ ÒÅÓÐÏÎÓÉÖÅ ÂÅÈÁÖÉÏÕÒȱ (Loyall 

1997 p. 24). 

2. Behaviour understandability  ɀ It is easy to understand what the agent is 

thinking about. 

This question is intended to elicit whether the participants are able to create an 

ÉÎÔÅÒÎÁÌ ÍÅÎÔÁÌ ÍÏÄÅÌ ÏÆ ÔÈÅ ÁÇÅÎÔȭÓ ÔÈÏÕÇÈÔ ÐÒÏÃÅÓÓȢ 4Ï ÅÎÁÂÌÅ ÔÈÅ 

ÐÁÒÔÉÃÉÐÁÎÔÓ ÔÏ ÄÏ ÔÈÉÓȟ 'ÏÍÅÓ ÃÉÔÅÓ "ÁÔÅÓ ɉρωωχɊ ×ÈÏ ÓÔÁÔÅÄ ÔÈÁÔ ÔÈÅ ÁÇÅÎÔȭÓ 

actions must reflect both its thoughts as well as its emotions.  

3. Personality  ɀ The agent has a personality 

GÏÍÅÓ ÁÄÏÐÔÓ ÔÈÉÓ ÍÅÔÒÉÃ ÆÒÏÍ ,ÏÙÁÌÌȭÓ ρst requirement for believability. This 

defines that the agent has unique and specific ways of acting that differentiate it 

from other agents that may be performing the same type of action. Gomes 

states that the participants should be able to clearly identify what these 

personality traits are. 

4. Visual Impact  ɀ The aÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ ÄÒÁ×Ó ÍÙ ÁÔÔÅÎÔÉÏÎ 

This dimension rates the degree to which important actions and emotions of 

the agent are emphasized by the animation of the agent. Gomes refers to Lester 

and Stone (1997) who state that enhancing visual impact requires a 

collaborative effort between the behaviour designer and animator to make sure 

that animations display behaviours with a varying degree of visual impact and 

should be in accordance with the personality originally defined. This seems to 

ÍÁÐ ÄÉÒÅÃÔÌÙ ÏÎÔÏ ,ÁÓÓÅÔÅÒȭÓ ÃÏÍÐÕÔÅÒ ÁÎÉÍÁÔÉÏÎ ÐÒÉÎÃÉÐÌÅÓ σȟτ ÁÎÄ ρπȢ 

 

5. Predictability  ɀ The aÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ ÉÓ ÐÒÅÄÉÃÔÁÂÌÅ 

This is the only metric where higher scores can have a negative impact on 

perceived believability. Behaviour patterns should not repeat too much and 

animations should not be too recognisable. However, the behaviour should not 

be entirely unpredictable either, since this can negatively affect the behaviour 

coherence dimension. Gomes suggests that the best scores in this dimensions 

are ratings that are not close to the boundary values of the scale. 

6. Behaviour coherence  ɀ The aÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ ÉÓ ÃÏÈÅÒÅÎÔ 
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4ÈÉÓ ÑÕÅÓÔÉÏÎ ÁÓËÓ ÔÈÅ ÕÓÅÒ ÔÏ ÉÎÔÅÒÐÒÅÔ ÔÈÅ ÁÇÅÎÔȭÓ ÉÎÔÅrnal state. Is the agent 

acting on its own behalf, or do its actions seem random, irrational and 

incoherent? 

7. Change with experience  ɀ The agentȭs behaviour changes according to 

experience 

Gomes defines this as a significant, permanent change in the agents due to 

ȰÓÔÏÒÙȱ ÅÖÅÎÔȢ )Î ÁÎ ÉÎÔÅÒÁÃÔÉÖÅ ÎÁÒÒÁÔÉÖÅȟ ÔÈÅÓÅ ÍÁÊÏÒ ÅÖÅÎÔÓ ×ÏÕÌÄ ÄÅÆÉÎÅ ÐÌÏÔ 

arc. 

8. Social Expressiveness ɀ The agent interacts socially with other characters 

'ÏÍÅÓ ÕÓÅÓ ,ÏÙÁÌÌȭÓ ÄÅÆÉÎÉÔÉÏÎ ÏÆ ÓÏÃÉÁÌ ÒÅÌÁÔÉÏÎÓÈÉÐÓ ÆÏÒ ÔÈÉÓ ÍÅÔÒÉÃȢ 4ÈÉÓ ÉÓ ÁÎ 

interesting metric since it is the only metric that requires the presence of 

another agent to make sense. In cases where the only other character to 

interact socially with is the observer, different dynamics should be considered. 

Neither Gomes nor Loyall seem to address this issue specifically. 

9. Emotional Expressiveness  ɀ 7ÈÉÃÈ ÅÍÏÔÉÏÎÓ ÂÅÓÔ ÄÅÓÃÒÉÂÅ ÔÈÅ ÁÇÅÎÔȭÓ 

behaviour 

The test for emotional expressiveness was not presented as a dimension on a 

Likert scale. Instead, the users were asked what basic emotion they believed 

the agent was exhibiting in significant situations during the observed scene. 

4ÈÅ ÎÕÍÂÅÒ ÏÆ ÍÁÔÃÈÅÓ ÂÅÔ×ÅÅÎ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÐÅÒÃÅÐÔÉÏÎÓ ÁÎÄ ÔÈÅ ÅÍÏÔÉÏÎ 

intended to be displayed formed the score for this metric. 

These metrics form the framework for a user study conducted to test a series of 

prototype agents in this thesis. During this user study, the metrics themselves will be 

evaluated with regards to their effectiveness in allowing for the comparison of agents 

and the measurement of the overall ȰÂÅÌÉÅÖÁÂÉÌÉÔÙȱ ÏÆ ÁÎ ÁÇÅÎÔȢ 

The next section reviews a selection of user centred testing approaches that could be 

ÕÓÅÄ ÔÏ ÅÖÁÌÕÁÔÅ ÔÈÅ ÁÇÅÎÔÓ ÕÓÉÎÇ 'ÏÍÅÓȭ ÍÅÔÒÉÃÓ ÁÓ the central testing tool. 

2.1.8 USER EXPERIENCE TESTING 

To inform the debate on measuring beliÅÖÁÂÉÌÉÔÙ ÆÏÒ ÃÈÁÒÁÃÔÅÒÓ ÔÈÁÔ ÄÏÎȭÔ ÁÔÔÅÍÐÔ ÔÏ 

act in a human-like fashion, the evaluation of agents will be based on traditional user 

experience research techniques from the HCI field, combined with the metrics for 

believability from the literature discussed in the previous sections. 
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Types of Research 

There are parallel ongoing discussions on how to best evaluate the experience of users 

playing games and an equal amount of research on the effects that virtual agents have 

on observers. Both are relevant to this research, but it was found that there is little 

work that combines the fields i.e. there are no examples of research in games testing 

that focused specifically on the discrepancy between agent design intent and perceived 

behaviour and also no believable agents research that focused on context of games. 

Within the field of testing user experience in games there are several examples of work 

that discusses the use of metrics. Tychsen (2008) describes how game metrics, which 

were derived from general productivity software testing (Kuniavsky 2003) are used to 

ÅÖÁÌÕÁÔÅ ÔÈÅ ÕÓÅÒȭÓ ÉÎÔÅÒÁÃÔÉÏÎÓ ×ÉÔÈin ÔÈÅ ÇÁÍÅȢ )ÎÔÅÒÁÃÔÉÏÎ ×ÉÔÈ ȰÅÎÔÉÔÉÅÓȱ ÉÓ 

considered as one of these metrics, but only evaluated within the context of the overall 

game experience. Other examples of user-centred research were reviewed (Nareyek 

2004; Bernhaupt 2007; Chen 2007; Kim 2008; Nacke 2008), but none utilised or 

suggested specific (believability) metrics that take into account the interactions 

between players and non-player characters.  

In research that does consider the believability of agents, testing for human-like 

believability remains the most common approach (Magerko 2004; Thurau 2004; 

Livingstone 2006; Wang 2009; Laird 2012). As discussed in Chapter 2.1.2, this 

interpretation of believability is different from the character-driven stance that Loyall 

(1997), Mateas (1997), Gomes (2013) and Perlin (Perlin & Goldberg 1996; Perlin 

2009) take, which approaches the issue from a direction more related to the character 

arts than AI. 

User Sampling Approaches 

Since the focus of this study is to elicit the details of the interactions between users and 

the agent architectures, rather than the quantification of agent architecture 

performance, the empirical experiments will take the form of a qualitative study. For 

this purpose a small group of potential users will be identified and their feedback 

analysed in depth. Bryman (2008) suggests different kinds of user sampling 

approaches for observational studies. The following were considered for this study: 

Purposive sampling:  Is a non-probabili stic sampling approach. It does not allow for 

the generalization to a population. Subjects are selected due to their relevance to the 

research question. 
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Snowball sampling: A form of purposive sampling, snowball sampling can extend 

other sampling methods by encouraging initially selected participants to recruit others. 

More specific request can be made to access specific demographics i.e. ask your 

partner, friend, family etc. 

Theoretical sa mpling:  Also a form of purposive sampling, theoretical sampling is an 

important element in grounded theory (Glaser and Strauss 1967; Strauss and Corbin 

1998)ȟ ÔÈÅÏÒÅÔÉÃÁÌ ÓÁÍÐÌÉÎÇ ÓÅÅÓ ÔÈÅ ÓÅÌÅÃÔÉÏÎ ÏÆ ȬÏÂÊÅÃÔÓȭ ɉÓÉÎÃÅ ÉÔ ÃÁÎ ÉÎÃÌÕÄÅ ÍÏÒÅ 

than just people) to be investigated as an ongoing process and not a single stage of 

research. The selection is guided by the emergent themes and evolving theory on the 

subject being studied. 

Convenience sampling:  The researcher selects participants that are easily accessible 

i.e. available locally, workplace colleagues, students. 

Representative sampling: Aims to select participants such that the sampled group 

contains representatives of a wide range of characteristics within the population that is 

the focus of the study. 

Gathering User Feedback 

Tullis and Albert (2013) suggest a variety of user experience metrics. They broadly 

differentiate between three types of metrics that can be evaluated: 

Performance Metrics:  Measure the performance of the users with regards to a given 

goal. This could the time to complete a given task, or reaching a certain high score in a 

game. 

Self-Reported Metrics:  Are subjective feedback on the experience given by the users 

themselves. This feedback is filtered through the expectations of the users. This means 

that responses can be analysed both at face value and at a deeper level, where the 

research investigates the causes for the expectations. 

Behavioural /Physiological  Metrics : These metrics are focused on the physical 

responses of the user. This can include involuntary responses such as facial 

expressions, as well as physical performance metrics. 

In the game development industry approaches that combine gameplay data 

(performance metrics) with qualitative analysis of (self-reported) user responses 
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have become popular since they were publically stated to be behind the success of 

(ÁÌÏ σȭÓ ÍÁÐ ÄÅÓÉÇÎ ɉ4ÈÏÍÓÏÎ ςππχȠ "ÕÎÇÉÅ ςππχɊȢ .ÏÖÅÌ ÁÐÐÒÏÁÃÈÅÓ ÓÕÃÈ ÁÓ 

Ȱ"ÉÏÍÅÔÒÉÃ 3ÔÏÒÙÂÏÁÒÄÓȱ ɉ-Ã!ÌÌÉÓÔÅÒ ςπρρȠ -ÉÒÚÁ-Babaei 2012) also seek to 

incorporate physiological user data into the analysis process. 

Data Analysis 

Bryman (2008) refers to the term ethnographic content analysis (ECA) as a process of 

analysing documents where the role of the investigator in the construction of meaning 

in the text is emphasised. The term was coined by Altheide (1996) and is sometimes 

called qualitative content analysis. The term ethnographic is used to indicate that there 

ÉÓ ÁÎ ÅÍÐÈÁÓÉÓ ÏÎ ȰÁÌÌÏ×ÉÎÇ ÃÁÔÅÇÏÒÉÅÓ ÔÏ ÅÍÅÒÇÅ ÆÒÏÍ ÔÈÅ ÄÁÔÁ ÁÎÄ ÏÎ ÒÅÃÏÇÎÉÓÉÎÇ ÔÈÅ 

significance for understanding meaning in the context in which an item is being 

ÁÎÁÌÙÓÅÄȱ ɉ"ÒÙÍÁÎ ςππψɊȢ !ÌÔÈÅÉÄÅ ɉρωωφȡρφɊ ÄÅÆÉÎÅÓ %#! ÁÓ Á ȰÒÅÃÕÒÓÉÖÅ ÁÎÄ ÒÅÆÌÅØÉÖÅ 

movement between concept development-sampling-data, collection-data, coding-data 

ÁÎÄ ÁÎÁÌÙÓÉÓ ÉÎÔÅÒÐÒÅÔÁÔÉÏÎȱȢ 

This approach suits the objective of this thesis well, since it emulates a typical 

ÄÅÖÅÌÏÐÍÅÎÔ ÓÃÅÎÁÒÉÏ ÉÎ ÇÁÍÅÓ ÄÅÖÅÌÏÐÍÅÎÔȢ (ÅÒÅ ÇÁÍÅ ÄÅÖÅÌÏÐÅÒÓ ÏÆÔÅÎ ÈÁÖÅ ȰÄÁÉÌÙ 

ÂÕÉÌÄȱ ÐÌÁÙ ÓÅÓÓÉÏÎÓ ÁÔ ÔÈÅ ÅÎÄ ÏÆ ÔÈÅ ÄÁÙ ÔÏ ÅÖÁÌÕÁÔÅ ÔÈÅ ÒÅÃÅÎÔ ÃÈÁÎÇÅÓ ÍÁÄÅ ÔÏ ÔÈÅ 

game. The developers will sit with other colleagues and review the impact of newly 

implemented features in a semi-formal manner. 

Bryman (2008) details a procedure for ethnographic content analysis that can be 

followed to elicit the central themes and issues from a dataset combining of textual and 

multimedia data. To our knowledge there is no specific content analysis technique that 

focuses solely on evaluating games. However, qualitative usability evaluation 

techniques from HCI have been successfully employed as part of evaluation procedures 

in the industry and in game-related research such as (Mirza-Babaei et al 2012; 

McAllister 2011).  

In addition to this game-specific data will be captured and correlated to the feedback 

from the participants. This approach has gained wide-spread popularity since 

Microsoft used it to aid the development of the multiplayer scenarios in Halo 3 (Bungie 

2007; Thompson 2007). The approach, which sees the developers capturing gameplay 

data and visualising it in ways that can inform design decisions was also described by 

Tychsen (2008). One of the popular techniques that Bungie used was to create heat-

maps of the places where players died in a level. This allowed the developers to see 



40 

 

ȰÈÏÔ ÓÐÏÔÓȱ ×ÈÅÒÅ ÐÌÁÙÅÒÓ ÔÅÎÄÅÄ ÔÏ ÄÉÅȟ ÁÌÌÏ×ÉÎÇ ÔÈÅÍ ÔÏ ÃÈÁÎge aspects of the level, 

to address the issue. The central benefit of this approach over pure qualitative analysis 

of user feedback is that the quantitative data is used to find and support significant 

points of interest in user feedback which would otherwise have been easily missed. 

2.1.9 THE RELATIONSHIP BETWEEN THE ARTIST AND THE CHARACTER 

Although the previous two sections 2.1.5 and 2.1.6 defined the criteria for believable 

agents, the question remains what personality, what emotions and what motivations a 

specific agent should have. This section discusses some of the techniques that 

traditional character artists use to fulfil the criteria listed in Section 1.1.5, making them 

into additional requirements for autonomous believable agents. 

Apart from technical guidelines and techniques (e.g. squash and stretch, anticipation) 

regarding the way animated characters can be brought to life, one of the key criteria 

mentioned by Disney (Thomas and Johnston 1981) and elaborated upon by Loyall 

(1997) and Mateas (1997) was concerned with the relationship between animator and 

the character portrayed.  

The criterion in question is that an observer must be able to perceive the thought 

process a character goes through in its behaviour and in its movement. For example, 

thinking could be expressed via a short pause, a moment of deliberation before the 

character performs an action. During this pause its internal thought process would be 

expressed by a squinting of its eyes, staring blankly at a point in space or rubbing its 

chin until it grasps an idea and proceeds to perform the appropriate action. This would 

be done in a similar way when animating expressions of anger, exertion or other 

emotions. In all cases it is traditionally the animator who must consider and 

incorporate the subtle expressions and time delays that internal thought process 

causes. 

This is a key aspect of the classical animation approach as detailed by the Disney 

animators (Thomas and Johnston 1981); all of this information ɀ the thoughts of the 

character, the flow of ideas - comes from the author, in this case the animator of the 

character. This is perhaps the main reason why Disney often had a single animator 

focus on animating (doing the key-framing for) a specific character in a given motion 

picture. This author/character pairing helped to keep the portrayed character 

consistent throughout the picture. Author/character consistency is also one aspect in 

which animation studios had to re-adapt after early industrialization (having many 
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animators draw every character) and take cues from the art of creating believable 

characters in dramatic writing, where author/character integration is usually a given.  

In terms of creating different personalities for characters, there are many theories 

about different personality types such as the character archetypes described in ȰA Hero 

with a thousand facesȱ (Campbell 1993). Cognitive psychology also has theories about 

how emotions are processed, expressed and formed from basic primitives (Ortony, 

Collins and Clore 1988; Ekman and Rosenberg 1998). While these do not provide 

Ȱblueprintsȱ for character types, they can act as guidelines that a human animator can 

relate to. It is still up to the animators to hone their skills of transferring their own 

personality, moulding it, augmenting it with different personality traits (not everyone 

is a tyrant , lover, hero, and villain after all) and applying it to the animated character.  

This is why the workplaces of character animators at studios often have a mirror for 

reference ɀ the animator mimics the thought process that his character should portray  

and bases the character animation on their own expressions. 

As was discussed in Section 2.1.4 of this thesis, most of the technical principles 

regarding the physical properties of animated objects have been implemented in 

computer software in the form of simulations, the essential component that remains 

unsolved is the need for the personality of the artist to define and understand what 

ȰÇÏÅÓ ÏÎȱ ÉÎÓÉÄÅ ÔÈÅ ÃÈÁÒÁÃÔÅÒ ÂÅÉÎÇ ÐÏÒÔÒÁÙÅÄ. This knowledge is still required to 

inform the animation process. !Ó /ÓÃÁÒ 7ÉÌÄÅ ÃÌÅÖÅÒÌÙ ÐÕÔÓ ÉÔ ÉÎ ÈÉÓ ÎÏÖÅÌ Ȱ4ÈÅ 0ÉÃÔÕÒÅ 

ÏÆ $ÏÒÉÁÎ 'ÒÁÙȱ ÆÒÏÍ ρψω1: 

Ȱ%ÖÅÒÙ ÐÏÒÔÒÁÉÔ ÔÈÁÔ ÉÓ ÐÁÉÎÔÅÄ ×ÉÔÈ ÆÅÅÌÉÎÇ ÉÓ Á ÐÏÒÔÒÁÉÔ ÏÆ ÔÈe artist, not of 

ÔÈÅ ÓÉÔÔÅÒȢȱ  

(Oscar Wilde Ȱ! 0ÉÃÔÕÒÅ ÏÆ $ÏÒÉÁÎ 'ÒÁÙȱ - 1891) 

There seem to be two main approaches to this problem stemming from the 

artist/character relationship in the context of believable, autonomous characters. The 

first approach gives the designer of the autonomous agent a large amount of control 

over the internal attributes of the agent, thus making the designer the character artist. 

This artist-based approach is common in current media such as video games and is one 

that Loyall (1997), Mateas (1997), Massive (Regelous 2009) and Perlin (2009) support 

with their  believable agent projects. The second approach is to use a bottom-up 

ÁÐÐÒÏÁÃÈ ÔÏ ÃÈÁÒÁÃÔÅÒ ÄÅÓÉÇÎȢ )Î ÔÈÉÓ ÁÐÐÒÏÁÃÈȟ ÔÈÅ ÁÇÅÎÔȭÓ ÐÅÒÓÏÎÁÌÉÔÙ ÉÓ ÁÎ ÅÍÅÒÇÅÎÔ 
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property of the internal mechanisms that drive the agent interacting with the 

environment. The agents in games such as Creatures (Grand and Cyberlife Technology 

1997) and the Sims (Wright and Maxis Software 2000) have demonstrated the use of 

emergent techniques to create characters, which is also the approach taken for the 

architecture developed in this thesis. 

2.1.10 OBSERVER PSYCHOLOGY AND AGENT BEHAVIOUR INTERPRETATION 

During her time as Á ÍÅÍÂÅÒ ÏÆ "ÒÕÃÅ "ÌÕÍÂÅÒÇȭÓ Ȱ3ÙÎÔÈÅÔÉÃ #ÈÁÒÁÃÔÅÒÓ 'ÒÏÕÐȱ and 

the A.L.I.V.E project at MIT, Pattie Maes confronted questions regarding the 

requirements of creating lifelike, believable agents. According to her, to build a lifelike 

entertaining aÇÅÎÔȟ ȰtÈÅ ÒÅÓÅÁÒÃÈÅÒ ÉÓ ÆÏÒÃÅÄ ÔÏ ÁÄÄÒÅÓÓ ÔÈÅ ÐÓÙÃÈÏÌÏÇÙ ÏÆ ÔÈÅ ÕÓÅÒȱ 

(Maes 1995 p.111). She addresses this concern with the following questions: 

¶ How will a typical user perceive the virtual characters? 

¶ What behaviour will she or he engage in? 

¶ What misconceptions and confusing situations can arise? 

Like Braitenberg (Braitenberg 1984 p.31) she is referring to the interpretations of the 

ÁÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ ÂÙ Á ÔÙÐÉÃÁÌ ÕÓÅÒȢ "ÒÁÉÔÅÎÂÅÒÇ ÐÕÒÓÕÅÓ ÔÈÉÓ ÎÏÔÉÏÎ ×ÉÔÈ ÈÉÓ ȰÃÒÉÔÉÃÁÌ 

ÐÈÉÌÏÓÏÐÈÅÒȱ ÐÅÒÓÏÎÁÓȟ ×ÈÉÃÈ ÈÅ ÕÓÅÓ ÔÏ ÒÅÐÒÅÓÅÎÔ Á set of varied and often opposing 

opinions and interpretations that an observer might have regarding the agent 

behaviours that he describes. 

4ÈÅ ÔÅÒÍ ȰSynthetic PÓÙÃÈÏÌÏÇÙȱ ÓÔÅÍÓ ÆÒÏÍ ÔÈÉÓ ÒÅÌÁÔÉÏÎÓÈÉÐ ÂÅÔ×ÅÅÎ ÁÇÅÎÔ 

behaviour and observer. As Braitenberg states: Ȱ×ÈÅÎ ×Å ÁÎÁÌÙÓÅ Á ÍÅÃÈÁÎÉÓÍȟ ×Å 

tend to overestimate its complexityȱ (Braitenberg 1984 p.20). An observer might 

believe an agent Ȱlikesȱ or Ȱfearsȱ another object in the environment, while in truth 

there is merely a simple internal wiring between sensors and motors. A threshold 

waiting to be met might lead some observers to think the agent is going through a 

deliberation process. In short, some observers will attempt to describe the reasons for 

a given behaviour using terms and processes that they are familiar with, which often 

results in them overestimating the actual complexity of the underlying mechanism. 

This is what Braitenberg calls ȰÔÈÅ ÌÁ× ÏÆ ÕÐÈÉÌÌ ÁÎÁÌÙÓÉÓ ÁÎÄ ÄÏ×ÎÈÉÌÌ ÓÙÎÔÈÅÓÉÓȱ 

(Braitenberg 1984 p.58) and is ÔÈÅ ÅÓÓÅÎÃÅ ÏÆ ȰSynthetic PÓÙÃÈÏÌÏÇÙȱȟ ×ÈÉÃÈ ÉÓ ÃÁÒÒÉÅÄ 

ÔÈÒÏÕÇÈ ÔÈÅ ÅÎÔÉÒÅÔÙ ÏÆ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÂÏÏËȢ  
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A similar ÐÈÅÎÏÍÅÎÏÎ ÃÁÌÌÅÄ ÔÈÅ Ȱ%ÌÉÚÁ ÅÆÆÅÃÔȱ ×ÁÓ ÏÂÓÅÒÖÅÄ ÅÁÒÌÉÅÒ ÂÙ *ÏÓÅÐÈ 

Weizenbaum (1966). When he presented his ELIZA chatterbot (a computer program 

that imitates human conversation) to unsuspecting users, they consistently over-

interpret the machineȭs complexity. He found that as long as the system did not actively 

destroy the illusion of this complexity, people tended to continue to see complex 

ÔÈÉÎËÉÎÇ ÍÅÃÈÁÎÉÓÍÓȟ ×ÈÅÒÅ ÔÈÅÙ ÄÉÄÎȭÔ ÅØÉÓÔȢ 4ÈÅÙ ÉÍÂÕÅÄ ÔÈÅ ÓÙÓÔÅÍ ÔÈÅÙ ÄÉÄ ÎÏÔ 

understand with human properties they supposedly understood. They tried to make 

sense of its behaviour by anthropomorphising it. Taking this into account, it suddenly 

ÓÅÅÍÓ ÌÅÓÓ ÓÕÒÐÒÉÓÉÎÇ ÔÈÁÔ ÕÓÅÒÓ ÏÆ ÔÏÄÁÙȭÓ ÃÏÍÐÕÔÅÒÓ ÁÒÅ ÃÁÐÁÂÌÅ of ȰÇÅÔÔÉÎÇ ÁÎÇÒÙȱ ÁÔ 

a machine. 

This leads to another aspect of BraiÔÅÎÂÅÒÇȭÓ 3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙ ÁÐÐÒÏÁÃÈȢ While it 

can be interpreted in several ways (Boden (2006) considers it tongue in cheek), the use 

ÏÆ ÔÈÅ ÔÅÒÍ Ȱ0ÓÙÃÈÏÌÏÇÙȱ ÉÎ ÔÈÅ ÔÉÔÌÅ ÏÆ "ÒÁÉÔÅÎÂÅÒÇȭÓ book refers not only to the 

incremental process of building a brain, but also ÔÏ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÌÉÂÅÒÁÌ ÕÓÅ ÏÆ 

psychological terminology throughout his thought experiments. His use of words such 

as love and fear to describe the behaviours of his vehicles is significant in that it 

provides the reader with an anthropomorphic interpretation of what would otherwise 

be cold descriptions of a series of behaviours. )Î ÔÈÅ ÃÏÎÔÅØÔ ÏÆ ÕÓÉÎÇ "ÒÁÉÔÅÎÂÅÒÇȭÓ 

architectures as behaviour controllers for believable agents, this anthropomorphic 

terminology provides a comprehensible set of parameters that behaviour designers 

could use. This thesis follows in his footsteps in that it adopts "ÒÁÉÔÅÎÂÅÒÇȭÓ 

terminology and expands upon it, referring to the process of building biologically 

inspired architectures, while using anthropomorphic terms from cognitive psychology 

to describe emergent behaviours, as the Synthetic Psychology Approach. 

2.1.11 PERCEIVED EMERGENCE 

The study of perceived emergence by Ronald, Sipper and Capcarrère (Ronald et al. 

1999a; 1999b; Ronald and Sipper 2001) found that a lower proficiency of an observer 

in fields relating to the internal mechanisms generating the behaviour (robotics, AI, 

biology, neuroscience, artificial life etc.), will cause an increase in the level of perceived 

emergence when observing agent behaviour. This means an observer who is less 

familiar with the system, is more likely to overestimate the complexity of its internal 

mechanisms. This finding ÍÉÒÒÏÒÓ "ÒÁÉÔÅÎÂÅÒÇȭÓ ȰÌÁ× ÏÆ ÕÐÈÉÌÌ ÁÎÁÌÙÓÉÓ ÁÎÄ ÄÏ×ÎÈÉÌÌ 

ÓÙÎÔÈÅÓÉÓȱ ɉ"ÒÁÉtenberg 1984 p.58), which states that complex behaviour leads 

observers to assume complex internal processes. 
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Figure 1 Perceived emergence hypothesis  

Figure 1 illustrates that the discrepancy between prior knowledge of the observer in 

respect to the inner-workings of an observed subject determines the perceived level of 

emergence. It shows how the subjective observations of a mixed group of educated and 

laymen observers can be used to compare the perceived emergence of two systems.  

Based on this notion, a correlation between perceived emergence and suspension of 

ÄÉÓÂÅÌÉÅÆ ÃÏÕÌÄ ÁÌÓÏ ÂÅ ÓÕÇÇÅÓÔÅÄȢ )Î ÔÈÉÓ ÃÁÓÅȟ ÔÈÅ ÍÏÒÅ ÅÍÅÒÇÅÎÔ ÁÎ ÁÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ 

appears to observers, the more likely they are to be convinced to believe that the agent 

is an autonomous, living being with its own agenda. Therefore the goal is to create 

diverse and complex behaviour and avoid repetitive, robotic behaviour. 

2.1.12 THE UNCANNY VALLEY EFFECT 

For creators of believable human-like characters and humanoid robots the Uncanny 

6ÁÌÌÅÙ ÃÏÎÃÅÐÔ ÈÁÓ ÂÅÅÎ Á ÐÒÏÂÌÅÍÁÔÉÃ ÉÓÓÕÅȢ /ÒÉÇÉÎÁÌÌÙ ÔÈÅ ÔÅÒÍ ȰÕÎÃÁÎÎÙȱ ÏÒ ÔÈÅ 

'ÅÒÍÁÎ ȰÕÎÈÅÉÍÌÉÃÈȱ ×ÁÓ ÃÏÉÎÅÄ ÂÙ ÐÓÙÃÈÏÌÏÇÉÓÔ %ÒÎÓÔ *ÅÎÔÓÃÈ ÉÎ ρωπφ (Jentsch 1997) 

and Sigmund Freud (Freud 1919). In 1970 roboticist Masahiro Mori developed the 

theory that states that if a realistic human-like figure comes close to looking like a real 

human being, there is a theoretical region during which an observer will suddenly 

switch from an empathetic, to a repulsed response (Mori 1970). This effect can be 

observed for static or moving images, figurines and robots and does not just apply to 
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the visual impression (looking like a human), but also to movement (moving like a 

human) (Mori 1970; White et al. 2007; MacDorman et al. 2009).  

4ÈÅ ÍÏÖÉÅ Ȱ&ÉÎÁÌ &ÁÎÔÁÓÙȡ 4ÈÅ 3ÐÉÒÉÔÓ 7ÉÔÈÉÎȱ (Sakaguchi and Sakakibara 2001) is a 

good example cited by Pollick (2009) in his review of recent examples of the uncanny 

valley in media. Final Fantasy featured characters that look very realistic when static. 

The artists considered almost all the criteria for physical photo-realism, such as light 

reflections and refractions in the skin and eyes, texture, moisture and natural colours. 

Yet when seen in motion, the animated characters often elicit a feeling of discomfort, a 

feeling that somehow these characters look less like living breathing people and more 

like walking, talking corpses. 

A way to avoid the uncanny valley altogether is by avoiding realism. Non-realistic 

ÁÎÔÈÒÏÐÏÍÏÒÐÈÉÃ ÃÈÁÒÁÃÔÅÒÓȟ ÓÕÃÈ ÁÓ $ÉÓÎÅÙȭÓ $ÏÎÁÌÄ $ÕÃË ÄÏ ÎÏÔ ÒÕÎ ÔÈÅ ÒÉÓË ÏÆ 

seeming too human-like, yet can be used to transport believable human traits ɀ a 

ÍÅÔÈÏÄ ÓÉÍÉÌÁÒ ÔÏ ÔÈÅ ÕÓÅ ÏÆ ÁÎÉÍÁÌ ÃÈÁÒÁÃÔÅÒÓ ÉÎ !ÅÓÏÐȭÓ &ÁÂÌÅÓ (Aesop 2003).  

2.2 BELIEVABLE AGENT MODELS 

This section reviews the existing models for believable agents that inform this thesis. 

Being from several disparate fields, the relevance of some of these models might not be 

initially apparent, but the reviews will cite their relation to the model presented in this 

thesis. 

After an introduction to the work that inspired BraitenbergȭÓ thought experiment, this 

section will then focus on work that is either directly inspired by him, or bears relevant 

similarities to it. Other research that could inform the specification and development 

process in this thesis are also reviewed. 

The first section is a review of agents in Virtual environments, as these are closest to 

the prototypes presented in this work. Next follows a review of robotics architectures, 

as virtual agent models take a majority of their techniques from this field and classical 

AI.  

The following sections review other research initiatives in the believable agents 

domain and how they compare to the work in this thesis. The review extends to agent 

models employed in industry, namely character animation tools and agents in 

interactive games. 
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2.2.1 FROM DUCKS AND TORTOISES TO VEHICLES 

In the 1940s William Grey Walter built a series of mobile, autonomous robot 

ȰÔÏÒÔÏÉÓÅÓȱȢ 4ÈÅÓÅ ×ÅÒÅ ÓÏÍÅ ÏÆ ÔÈÅ ÆÉÒÓÔ ÍÏÂÉÌÅ ÁÕÔÏÎÏÍÏÕÓ ÒÏÂÏÔÓ ÁÎÄ ÄÉÓÐÌÁÙÅÄ 

complex emergent behaviour while having only a small set of simple components. The 

robot platform had two wheels and a front coaster and carried a set of light sensors 

and a transparent plastic bump sensor in the shape of a dome surrounding the innards. 

The shell-like dome is what gave these robots their description. 

The behaviour of the robots was complex and life-like, even though the mechanisms 

controlling behaviour were extremely simple. The robots followed light sources in 

unpredictable paths and were able to move around obstacles using the bump sensor. 

Walter provides a set of criteria that he set for his ȰMachina Speculatrixȱ and ȰMachina 

Docilisȱ to meet: 

Not in looks but in action, the model must resemble an animal. Therefore, it 

must have these or some measure of these attributes: exploration, 

curiosity, free-will in the sense of unpredictability, goal-seeking, self-

regulation, avoidance of dilemmas, foresight, memory, learning, forgetting, 

association of ideas, form recognition, and the elements of accommodation. 

(Walter 1953, Ch. 5) 

These criteria would later be picked up by the emerging field of artificial life (Alife) . 

!ÓÉÄÅ ÆÒÏÍ ,ÁÎÇÔÏÎȭÓ ÄÅÆÉÎÉÔÉÏÎ ÏÆ !ÌÉÆÅ Ȱlife as it could beȱ (Langton 1990) there have 

ÂÅÅÎ ÁÔÔÅÍÐÔÓ ÁÔ ÄÅÆÉÎÉÎÇ Á ÓÅÔ ÏÆ ÃÒÉÔÅÒÉÁ ÆÏÒ ȬÌÉÆÅȭȟ ÏÒ ÒÁÔÈÅÒ Á ÓÅÔ ÏÆ ÐÒÏÐÅÒÔÉÅÓ ÔÈÁÔ ÁÌÌ 

living thi ngs must meet. Although they state that the following list is likely incomplete 

and imprecise, Farmer and Belin (Farmer and Belin 1992) compiled the following list 

of properties of life: 

1. Life is a pattern in space-time, rather than a specific material object. For 

example, most of our cells are replaced many times during our lifetime. 

It is the pattern and set of relationships that are important, rather than 

the specific identity of the atoms. 

2. Self-reproduction, if not in the organism itself, at least in some related 

organisms. (Mules are alive, but cannot reproduce.) 

3. Information storage of a self-representation. For example, 

contemporary natural organisms store a description of themselves in 
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the DNA molecules, which is interpreted in the context of the 

protein/RNA machinery. 

4. A metabolism, which converts matter and energy from the environment 

into the pattern and activities of the organism. Note that some 

organisms, such as viruses, do not have a metabolism of their own, but 

make use of the metabolisms of other organisms. 

5. Function interaction with the environment. A living organism can 

respond to or anticipate changes in its environment. Organisms create 

and control their own local (internal) environments. 

6. Interdependence of parts. The components of living systems depend on 

one another to preserve the identity of the organism. One 

manifestation of this is the ability to die. If we break a rock in two, we 

are left with two smaller rocks; if we break an organism in two we 

often kill it.  

7. Stability under perturbations and insensitivity to small changes, 

allowing the organism to preserve its form and continue to function in 

a noisy environment. 

8. The ability to evolve. This is not a property of an individual organism, 

but rather of its lineage. Indeed, the possession of a lineage is an 

important feature of living systems. 

(Farmer and Belin 1992 p.818 emphasis as in original) 

Following on from the earliest automata by Vaucanson (e.g. Mechanical Duck, 1735), 

Walters simple architectures provided the inspiration to the field of Alife and 

"ÒÁÉÔÅÎÂÅÒÇȭÓ 6ÅÈÉÃÌÅ ς (Braitenberg 1984) who also used a very similar differential 

drive platform  and light-following behaviour in his first designs. 

2.2.2 VEHICLES ɀ VALENTINO BRAITENBERG 

This section provides a detailed description of BraitenbÅÒÇȭÓ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎÔȟ 

which presents an agent architecture through a series of incremental steps. With each 

ÃÈÁÐÔÅÒ "ÒÁÉÔÅÎÂÅÒÇ ÉÎÃÒÅÁÓÅÓ ÔÈÅ ÃÏÍÐÌÅØÉÔÙ ÏÆ ÔÈÅ ÁÇÅÎÔÓ ÈÅ ÃÁÌÌÓ Ȱ6ÅÈÉÃÌÅÓȱȟ 

culminating in a final chapter to create a complete (yet purely theoretical) agent model.  
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"ÅÉÎÇ Á ÎÅÕÒÏÓÃÉÅÎÔÉÓÔ ÁÎÄ ÃÙÂÅÒÎÅÔÉÃÉÓÔȟ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÍÁÉÎ ÉÎÓÐÉÒÁÔÉÏÎ ÃÏÍÅÓ ÆÒÏÍ 

his study of natural organisms. Prior to his seminal ÂÏÏË Ȱ6ÅÈÉÃÌÅÓȡ %ØÐÅÒÉÍÅÎÔÓ ÉÎ 

3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ (Braitenberg 1984) ÈÅ ÐÕÂÌÉÓÈÅÄ Á ÐÁÐÅÒ ÔÉÔÌÅÄ Ȱ4ÁØÉÓȟ +ÉÎÅÓÉÓ 

ÁÎÄ $ÅÃÕÓÓÁÔÉÏÎȱ ɉ"ÒÁÉÔÅÎÂÅÒÇ ρωφυɊȟ ×ÈÉÃÈ introduced many of the principles he 

would elaborate on in his thought experiment. Taxis is reflex-oriented movement in 

relation to a source of stimulus, Kinesis is movement that depends on the intensity of a 

stimulus and Decussation refers to the prevalence of cross-connecting fibres in animal 

nervous systems and particularly brains. The paper also introduced the idea of 

Ȱ6ÅÈÉÃÌÅÓȱ as little, wheeled robots with sensors and simple inter-connecting wire 

networks as brains, to illustrate the effects that the different controller architectures 

may have on behaviour. 

The book (Braitenberg 1984) also includes chapters of biological notes that provide 

justification for the models he presents in the body of his work. Yet even with these, 

"ÒÁÉÔÅÎÂÅÒÇȭÓ ÄÅÓÃÒÉÐÔÉÏÎs were sometimes too vague or incomplete, so alternative bio-

inspired models had to be considered. These are also discussed in the following 

sections, but more are referenced in the prototype implementation chapters where 

required. 

"ÒÁÉÔÅÎÂÅÒÇȭÓ architecture relies heavily on analogue properties in the connectionist 

networks he describes. Although digital logic components are introduced to the 

architecture, these components are still connected by links of varying and continuous 

strength. This approach is heavily inspired by biology, where many examples of 

Analogue networks can be found, for example: 

1. Genetic regulatory networks 

2. Metabolic networks 

3. Neural networks 

)Î ÌÉÎÅ ×ÉÔÈ ÔÈÅ ÔÅÒÍÉÎÏÌÏÇÙ ÏÆ ÃÙÂÅÒÎÅÔÉÃÓȟ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎÔ ÕÓÅÓ ÔÈÅ 

metaphor of electric circuits to portray its design. For some of the experiments 

presented in this thesis, the analogue circuits described in the thought experiment had 

to be turned into an ȰÁÎÁÌÏÇÕÅ ÄÅÓÉÇÎȱ, a digital model that considers the continuous 

physical and temporal properties of components and the connections between them. 
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4ÈÅ Ȭ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȭ !ÐÐÒÏÁÃÈ 

4ÈÅ ÔÅÒÍ Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱȟ ×ÈÉÃÈ "ÒÁÉÔÅÎÂÅÒÇ ÕÓÅÓ ÔÏ ÄÅÓÃÒÉÂÅ ÈÉÓ ÍÅÔÈÏÄÏÌÏÇÙ 

ÒÅÆÅÒÓ ÔÏ ÁÎ ÉÎÓÉÇÈÔ ÔÈÁÔ ÈÅ ÃÁÌÌÓ ÔÈÅ ȰÌÁ× ÏÆ ÕÐÈÉÌÌ ÁÎÁÌÙÓÉÓ ÁÎÄ ÄÏ×ÎÈÉÌÌ ÉÎÖÅÎÔÉÏÎȱ 

(Braitenberg 1984 p.58). His claim is that it is much easier to invent machines that 

exhibit complex behaviour than it is to guess the internal structure of such a machine 

from observing its behaviour. 

"ÒÁÉÔÅÎÂÅÒÇȭÓ ÌÁ× ÏÆ ÕÐÈÉÌÌ ÁÎÁÌÙÓÉÓ ÁÎÄ ÄÏ×ÎÈÉÌÌ ÓÙÎÔÈÅÓÉÓ ȰlÅÁÒÎÉÎÇ ÂÙ ÂÕÉÌÄÉÎÇȱ ÉÓ Á 

constructionist approach to cognitive science. Around the same time as Braitenberg 

presented his work, this methodology was also being explored by Seymour Papert 

(Papert 1980) who created his seminal educational tool and programming language 

,/'/Ȣ 4ÈÅ ,/'/ ÓÏÆÔ×ÁÒÅ ÉÎÓÐÉÒÅÄ ÂÙ *ÅÁÎ 0ÉÁÇÅÔȭÓ ÅØÐÅÒÉÅÎÔÉÁÌ ÁÐÐÒÏÁÃÈ ÔÏ ÌÅÁÒÎÉÎÇ 

(Piaget 1929) ÁÎÄ ÔÈÅ ȰÔÕÒÔÌÅȱ ÒÏÂÏÔ ÍÏÄÅÌÓ ÏÒÉÇÉÎÁÌÌÙ ÄÅÓÉÇÎÅÄ ÂÙ 7ÉÌÌÉÁÍ 'Òey Walter 

in the 1940s. Presented as a drawing tool, LOGO provided a simple set of instructions 

that allowed students to learn programming and robot control. 

Summary of "ÒÁÉÔÅÎÂÅÒÇȭÓ Architectures  

Braitenberg starts his thought experiment with a minimalist design, using the fewest 

ÎÕÍÂÅÒ ÏÆ ÃÏÍÐÏÎÅÎÔÓ ÐÏÓÓÉÂÌÅȢ 4ÈÉÓ ÉÍÁÇÉÎÁÒÙ ÍÁÃÈÉÎÅȟ ×ÈÉÃÈ ÈÅ ÎÁÍÅÓ Ȱ6ÅÈÉÃÌÅ ρȱȟ 

has a single temperature sensor and a motorized wheel attached to opposite ends of a 

small platform. The temperature sensor is connected to the motor by a wire. When the 

sensor becomes active, the wire transmits a signal proportionate to the temperature 

measured to the motor of the wheel. The resulting behaviour of the robot illustrates 

the principle of Taxis, since the robot will only start to move in response to external 

stimuli received by its on board sensor. The robot also exhibits Kinesis, since its speed 

of movement varies with the intensity of the measured stimulus. Even though this 

simple machine does not possess any steering capabilities, Braitenberg argues that 

interactions with a dynamic environment can affect its movement trajectory and result 

in surprisingly complex, emergent behaviour. 

4ÈÅ ÓÅÃÏÎÄ ÃÈÁÐÔÅÒ ÃÏÍÂÉÎÅÓ ÔÈÅ ÃÏÍÐÏÎÅÎÔÓ ÏÆ Ô×Ï Ȱ6ÅÈÉÃÌÅ ρȱ ÒÏÂÏÔÓȟ ÃÒÅÁÔÉÎÇ Á 

Ȱ6ÅÈÉÃÌÅ ςȱ ÔÙÐÅ ×ÉÔÈ two sensors and two wheels. The wheels can be driven 

independently, providing these robots with a steering mechanism in the form of a 

bilaterally symmetric differential drive. Using this platform, the thought experiment 

explores the biological concept of decussation. The wires that connect the sensors to 

the motors can either be attached in a parallel (uncrossed) or crossed configuration. 
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When connected in parallel, each sensor controls the speed of the wheel on the same 

side, while the crossed configuration makes each sensor control the wheel on the 

opposite side of the robot body. This results in two drastically different reactions 

ÔÏ×ÁÒÄ Á ÐÅÒÃÅÉÖÅÄ ÓÔÉÍÕÌÕÓȟ ×ÈÉÃÈ "ÒÁÉÔÅÎÂÅÒÇ ÃÏÍÐÁÒÅÓ ÔÏ ÔÈÅ ÉÎÓÔÉÎÃÔÕÁÌ ȰÆÉÇÈÔȱ 

ɉÃÒÏÓÓÅÄɊ ÏÒ ȰÆÌÅÅȱ ɉÐÁÒÁÌÌÅÌɊ ÂÅÈÁÖÉÏÕÒ ÏÆ ÁÎÉÍÁÌÓȟ ÎÁÍÉÎÇ ÔÈÅÍ ȰÁÇÇÒÅÓÓÉÏÎȱ ÁÎÄ 

ȰÆÅÁÒȱȢ 

The following chapter explores two further variants of these base configurations. 

Instead of having an excitatory effect, the sensors now inhibit the activity of the motors 

they are connected to. The stronger the signal from the sensor, the more the 

corresponding motor slows down. The behaviour of these parallel and crossed 

inhibitory configurations is again described using anthropomorphic psychological 

terms and compared to animal behaviour. The inhibitory-parallel configuration is 

ÌÉËÅÎÅÄ ÔÏ ȰÌÏÖÅȱȟ ÓÉÎÃÅ ÔÈÅ ÒÏÂÏÔ ×ÉÌÌ ÓÅÅË ÏÕÔ ÁÎÄ ÐÅÒÍÁÎÅÎÔÌÙ ÒÅÍÁÉÎ ÎÅÁÒ ÔÈÅ 

nearest source of stimulus. The robot with crossed wire connections is called 

ȰÅØÐÌÏÒÅÒȱȟ ÓÉÎÃÅ ÉÔ ×ÉÌÌ ÁÌÓÏ ÓÌÏ× ÄÏ×Î ×ÈÅÎ ÎÅÁÒ Á ÓÏÕÒÃÅ ÏÆ ÓÔÉÍÕÌÕÓȟ Âut will actively 

steers away from it. 

While the architectural features presented in first three chapters serve to illustrate the 

ÐÒÉÎÃÉÐÌÅÓ "ÒÁÉÔÅÎÂÅÒÇ ÈÁÄ ÄÉÓÃÕÓÓÅÄ ÉÎ Ȱ4ÁØÉÓȟ +ÉÎÅÓÉÓ ÁÎÄ $ÅÃÕÓÓÁÔÉÏÎȱ ɉ"ÒÁÉÔÅÎÂÅÒÇ 

1965), chapters four and five extend his ÂÁÓÉÃ Ȱ6ÅÈÉÃÌÅȱ ÐÌÁÔÆÏÒÍȢ In chapter four he 

explores the effect of non-linear dependencies between sensory stimulus and motor 

output. With it, the concept of thresholds is introduced, which he uses in chapter five to 

ÂÕÉÌÄ ÌÏÇÉÃÁÌ ÕÎÉÔÓ ÃÁÌÌÅÄ ȰÔÈÒÅÓÈÏÌÄ ÄÅÖÉÃÅÓȱȢ As he states in the biological notes that 

ÁÃÃÏÍÐÁÎÙ ÈÉÓ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎÔȟ ÔÈÅÓÅ ȰÔÈÒÅÓÈÏÌÄ ÄÅÖÉÃÅÓȱ ÁÒÅ ÉÎ ÆÁÃÔ "ÒÁÉÔÅÎÂÅÒÇȭÓ 

adaption of the McCulloch Pitts artificial neuron model (McCulloch and Pitts 1943). 

The first five chapters of the book are perhaps the most well-known as they describe 

very simple robot architectures that are easy to build in reality. These architectures 

have been referred to and used by other scientists so often that they are now 

commonly called Ȭȭ"ÒÁÉÔÅÎÂÅÒÇ !ÒÃÈÉÔÅÃÔÕÒÅÓȱ (Koball and Wharton 1988; Hogg, Martin 

and Resnick 1991; Mobus and Fisher 1994; Lambrinos and Scheier 1995; Seth 1998; 

Kowall 2005). One reason for this popularity is perhaps Braitenberg's choice of names 

for his architectures. Chapter T×Ï ÉÓ ÃÁÌÌÅÄ Ȱ&ÅÁÒ ÁÎÄ !ÇÇÒÅÓÓÉÏÎȱȟ ×ÈÉÌÅ ÔÈÅ ÔÈÉÒÄ 

Vehicle ÉÓ ÃÁÌÌÅÄ Ȱ,ÏÖÅȱȢ 4ÈÅ ÊÕØÔÁÐÏÓÉÔÉÏÎ ÏÆ ÔÈÅ ÓÉÍÐÌÅ ÁÒÃÈÉÔÅÃÔÕÒÅ ÈÅ ÐÒÏÐÏÓÅÓ 

(literal ly consisting of only two wires) with terms that have such complex 
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psychological connotation raises philosophical questions about complexity and 

emergence in the reader. 

It is these simple architectures that are most suited for traditional applications of 

Games AI and iÎÔÅÒÁÃÔÉÖÅ ÁÎÉÍÁÔÉÏÎȟ ×ÈÅÒÅ ÃÏÎÔÒÏÌ ÏÖÅÒ ÔÈÅ ÁÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ ÂÙ ÔÈÅ 

author is required. After establishing the base principles of his architecture, 

Braitenberg introduces the elements of evolution, memory and prediction. While the 

initial models are simple enough to design by hand, these additional dynamic elements 

introduce the risk of making it more difficult for a developer to predict the behaviour 

resulting from choices made during agent design process. 

Chapter Six takes a break from the practical work in order to describe the process by 

which the engineer should construct new Vehicles. Akin to Darwinian evolution, his 

methodology introduces natural selection and mutations into the creation process. 

"ÒÁÉÔÅÎÂÅÒÇ ÃÁÌÌÓ ÔÈÅÓÅ ȰÁ ÓÏÕÒÃÅ ÏÆ ÉÎÔÅÌÌÉÇÅÎÃÅ ÔÈÁÔ ÉÓ ÍÕÃÈ ÍÏÒÅ ÐÏ×ÅÒÆÕÌ ÔÈÁÎ ÁÎÙ 

ÅÎÇÉÎÅÅÒÉÎÇ ÍÉÎÄȱ (Braitenberg 1984 p.26). 

It is Chapter SÅÖÅÎȟ Ȱ#ÏÎÃÅÐÔÓȱ ÔÈÁÔ ÉÎÔÒÏÄÕÃÅÓ ÔÈÅ ÆÉÒÓÔ ÆÉÃÔÉÏÎÁÌ ÃÏÍÐÏÎÅÎÔȟ ÔÈÅ 

Mnemotrix wire. The name suggests a memory capability and indeed Mnemotrix wires 

are subsequently used to construct the first Vehicle with an associative mind. This is 

the first of the more controversial chapters in the book. While the first five Vehicle 

designs have been implemented and tested by several scientists, Vehicles seven to 

fourteen rely heavily on the idea that Ȱassociation is the most important principle by 

which information about the environment is incorporated into the brainȱ (Braitenberg 

1984 p.114). This connectionist idea was inspired by the work of D.O. Hebb (Hebb 

1949). In his biological notes for the latter Vehicles, Braitenberg admits that the neuron 

model he employs is a simplification and indeed over the past years neuroscientists 

(even Braitenberg himself) have actually proven that the way information is 

represented in our brain is a rather more complex process than pure association, being 

actually more akin to the growth of a plant (Lucic, Kossel et al. 2007). Nevertheless, 

Braitenberg's proposed model is still functionally sound. 

The prior critique has led to the latter chapters of the book to be less well known and 

referenced than the first five Vehicle designs. This is a pity, because they contain some 

of the most interesting ideas in the book. The following paragraphs summarize these 

key ideas. 
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In chapters eight and nine, Braitenberg describes the construction of an artificial visual 

cortex using different neural (or Mnemotrix) networks for different types of properties 

found in perceived objects, such as symmetry and movement in space. 

Chapter TÅÎ ÄÉÓÃÕÓÓÅÓ ÔÈÅ ÅÍÅÒÇÅÎÔ ÐÒÏÐÅÒÔÙ ÏÆ Ȱ'ÅÔÔÉÎÇ )ÄÅÁÓȱȟ ×ÈÉÃÈ focuses on the 

notion that sensory perceptions and concepts can form themselves into groups to form 

new, overarching concepts. He explains this by describing how the concept a two-faced 

ÃÏÉÎ ÃÁÎ ÂÅ ÆÏÒÍÅÄ ÆÒÏÍ ÔÈÅ ÓÅÐÁÒÁÔÅ ÐÅÒÃÅÐÔÉÏÎÓ ÏÆ ÔÈÅ ȰÈÅÁÄÓȱ ÁÎÄ ȰÔÁÉÌÓȱ ÆÁÃÅ ÁÎÄ 

ÔÈÅ ÐÅÒÃÅÉÖÅÄ ÁÃÔÉÏÎ ÏÆ ȰÆÌÉÐÐÉÎÇ ÔÈÅ ÃÏÉÎȱȟ ×ÈÉÃÈ ÃÏÍÂÉÎÅÓ ÔÈÅ Ô×ÏȢ 

The next three chapters make use of the second fictional component, the Ergotrix wire. 

Chapter EÌÅÖÅÎ Ȱ2ÕÌÅÓ ÁÎÄ 2ÅÇÕÌÁÒÉÔÉÅÓȱ ÉÎÔÒÏÄÕÃÅÓ ÔÈÉÓ ×ÉÒÅȟ ÄÅÓÃÒÉÂÉÎÇ ÈÏ× ÉÔ ÅÎÁÂÌes 

the Vehicles to remember sequences of sensory events. In Chapter Twelve Ȱ4ÒÁÉÎÓ ÏÆ 

4ÈÏÕÇÈÔȱȟ "ÒÁÉÔÅÎÂÅÒÇ ÎÏÔÅÓ ÔÈÁÔ ÁÌÌ ÔÈÅ Vehicles containing Mnemotrix wires are in 

danger of a pathological condition similar to epilepsy (Braitenberg 1984 p.63) caused 

by the reflexive activation of interconnected neuron elements (or Threshold devices as 

he calls them). He goes on to describe the cure for this condition, a controlling element 

that subdues activation across the whole brain if too much activation of neural 

elements is detected. The interesting thing is that he suggests that this will give rise to 

the emergence of trains of thought, the ability to move from one thought to the next 

×ÉÔÈÏÕÔ ÔÈÅ ÎÅÅÄ ÆÏÒ ÁÎ ÅØÔÅÒÎÁÌ ȰÔÒÉÇÇÅÒȱȢ 

Chapter Thirteen Ȱ&ÏÒÅÓÉÇÈÔȱ ÉÎÔÒÏÄÕÃÅÓ Á ÓÙÓÔÅÍ ÃÁÌÌÅÄ ÔÈÅ ȰPÒÅÄÉÃÔÏÒȱȢ 4ÈÉÓ ÓÙÓÔÅÍ 

causes the Vehicle to act upon expected events, rather than currently perceived events. 

This means that a Vehicle that repeatedly sees a ball rolling across a table and falling off 

the edge will (after sufÆÉÃÉÅÎÔ ÔÒÁÉÎÉÎÇɊ ȰÓÅÅȱ ÔÈÅ ÂÁÌÌ ÆÁÌÌ ÏÆÆ ÂÅÆÏÒÅ ÉÔ ÁÃÔÕÁÌÌÙ ÈÁÐÐÅÎÓȢ 

In addition to this, Braitenberg also introduces a mechanism to deal with unexpected 

deviations from the expected event. Similar to psychological trauma, this mechanism 

reinforces the memory of those exceptions from the rule. 

The final chapter Ȱ%ÇÏÔÉÓÍ ÁÎÄ /ÐÔÉÍÉÓÍȱ ÒÅÆÉÎÅÓ ÔÈÅ ȰPÒÅÄÉÃÔÏÒȱ ÁÒÃÈÉÔÅÃÔÕÒÅ 

described in Chapter Thirteen by adding the ability to judge predicted events, 

categorizing them into good and bad. Incorporating an affinity for positive events 

ɉÆÏÌÌÏ×ÉÎÇ ÔÈÅ ȰÐÌÅÁÓÕÒÅ ÐÒÉÎÃÉÐÌÅȱɊȟ "ÒÁÉÔÅÎÂÅÒÇ ÓÔÁÔÅÓ ÔÈÁÔ ÓÕÃÈ Á Vehicle will now act 

with anticipation towards a desired event, imbuing this final creation with an air of 

personality. 
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It  is possible to summarize this series of fourteen stages that Braitenberg presents into 

five incremental steps ÉÎÖÏÌÖÅÄ ÉÎ ÃÏÎÓÔÒÕÃÔÉÎÇ Á Ȱ6ÅÈÉÃÌÅȱ ÂÁÓÅÄ ÁÇÅÎÔȡ 

1. INSTINCTUAL BRAIN: Evolve discrete sensor/actor connections. This is a 

ÐÒÏÃÅÓÓ ÏÆ ÅÖÏÌÕÔÉÏÎ ÔÈÁÔ ÉÎÔÒÉÎÓÉÃÁÌÌÙ ÅÍÂÅÄÓ ÁÎ ȰÕÎÄÅÒÓÔÁÎÄÉÎÇȱ of the 

relationship between agent and environment within the architecture that is 

analogous to the evolutionary development of instincts in higher animals. 

"ÒÁÉÔÅÎÂÅÒÇ ÒÅÆÅÒÓ ÔÏ ÔÈÉÓ ÁÓ ÔÈÅ Ȱ$ÁÒ×ÉÎÉÁÎȱ ÐÁÒÔ ÏÆ ÔÈÅ ÁÇÅÎÔȭs brain 

(Braitenberg 1984 p.77) 

 

2. CONCEPTS: Forming Concepts via a connectionist approach. Inspired by neural 

models, utilizing weighted connections with a variety of learning rules. 

 

3. TEMPORAL PATTERNS: Enhance the prior neural model to include time-delays 

that enable Sequences (temporal patterns) to be stored and reproduced. 

 

4. ACTION/PREDICTION: Split Instinctual brain / predictive brain 

a. Follow instinctual brain if positive/negative trauma arises 

b. Teach trauma to predictive brain (internally repeating the event) 

 

5. TENDENCY: Select from multiple possible predictions the most: 

a. Positive (optimism) 

b. Negative (pessimism) 

c. Flow (challenge: between boredom & anxiety) 

Vehicle Property Table  

"ÅÌÏ× ÉÓ Á ÔÁÂÌÅ ÓÕÍÍÁÒÉÚÉÎÇ ÔÈÅ ÄÅÓÃÒÉÐÔÉÏÎÓ ÏÆ ÔÈÅ ÁÇÅÎÔ ÄÅÓÉÇÎÓ ÉÎ "ÒÁÉÔÅÎÂÅÒÇȭÓ 

Ȱ6ÅÈÉÃÌÅÓȱ (Braitenberg 1984), which were amended with terminology from the notes 

by Lafave (2000). This table will form the basis of the specification of components and 

the experiment design of this thesis. 

Vehicle Components Concepts 
explored  

Behaviour  
 

1 1 Sensor 
1 Motor 
Single Wire 
 

ALIVE Kinesis, Moves in 
proportion to stimuli  
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Vehicle Components Concepts 
explored  

Behaviour  
 

2a 2 Sensors 
2 Motors 
Uncrossed excitatory 
connection 

COWARD Turns away from source 
Speeds up when near 
source 
Ą Flees 
 

2b 2 Sensors 
2 Motors 
Crossed excitatory 
connection 

AGGRESSIVE Turns towards source 
Speeds up when near 
source 
Ą Attacks 
 

2c 2 Sensors 
2 Motors 
Uncrossed & Crossed 
excitatory connection 
 

ALIVE Like Vehicle 1, Moves in 
proportion to stimuli  

3a 2 Sensors 
2 Motors 
Uncrossed inhibitory 
connection 
 

LOVE Turns toward source 
Slows down near source 

3b 2 Sensors 
2 Motors 
Crossed inhibitory 
connection 
 

EXPLORER Turns away from source 
Slows down near source 

3c Multiple Sensors 
Cooperating 
Monotonic Dependences 
4 Sensors 
2 Motors 
 
Example: 
1. Uncrossed/excitatory: 

heat 
2. Crossed/excitatory: 

light 
3. Uncrossed/inhibitory: 

smell 
4. Crossed/inhibitory: 

oxygen 
 
 

VALUES Shows COWARD, 
AGGRESSIVE, LOVE and 
EXPLORER behaviour 
towards different stimuli 
 
Example: 
1. Cowardly toward areas 

of high temperature 
2. Aggressive toward 

light sources 
3. Loves smell sources 
4. Explores for oxygen 
 

4a 3c -> with Smooth Non-
monotonic dependences 
 

KNOWING 
INSTINCTS 

May circle sources, run 
between them, approach 
them to a certain point and 
turn around 
Same as 3c, but less 
predictable 
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Vehicle Components Concepts 
explored  

Behaviour  
 

4b 4a -> Non-monotonic 
dependencies with 
Thresholds 

DESCISIONS 
WILL (free?) 

Vehicles seem to ponder 
before acting abruptly 
 

5 4b -> with Threshold 
Devices 
Some of them networked 
(counters) 

NAMES 
LOGIC 
MEMORY 

Reacts to specific 
situations. Counting 
Elementary (binary) 
Memory 
Externalisation of memory 
through action 
 

6 5 -> with Evolved 
connections 

EVOLUTION 
CREATIONISM 

Exact wiring cannot be 
determined 
Evolutionary adaption of 
wiring to environment  
 

7 6 -> Mnemotrix wires 
connect all threshold 
devices  

ASSOCIATION 
CONCEPTS 
ABSTRACTION 

May associate things that 
occur at the same time 
If multiple things that are 
associated happen to 
belong to a group (e.g. 
colours), abstraction may 
occur 
 

8 7 -> Object Detector 
Movement/ 
Directionality Detector 
Delay Element 
Lateral inhibition  
Internal representation 
(maps) of space 
 

Reality of 
Objects 
Edges 
Movement 
2D & 3D Space 
 

Detects Objects, their 
movement 
Can determine distances 
between points in 2d and 
3d space (pathing). 
 
 

9 8 -> Shape Detection 
Bilateral symmetry 
Radial symmetry 
Periodicity & cross-
correlation (using Fourier 
analysis) 

 Ȱ(ÁÖÉÎÇ ÍÅ ÉÎ 
ÍÉÎÄȱȡ ÐÅÒÓÏÎÁÌ 
relation 
Community 
Singularities 
(sources) 

Detect symmetrical  
shapes 
Form reaction to other 
vehicles heading towards 
one (confrontation) 
 

10 Trained Mnemotrix 
connections-> 
Emergent originality of 
ideas and conceptual 
images 
 

HAVING IDEAS 
Thinking 
Foresight 

Sees the same string of 
stimuli many times and 
learns to associate its 
elements by association as 
in vehicle 7 

11 10 -> with Ergotrix Wires Temporal 
Causality 

Associates temporal 
events that are active in 
succession 
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Vehicle Components Concepts 
explored  

Behaviour  
 

12 11 -> with Epilepsy 
inhibitor  

Trains of thought Epilepsy caused by 
reciprocal activation is 
counteracted by: 
1. Measuring the rate of 

change of the number 
of active elements in 
the whole brain. 

2. Raising all the 
thresholds by an 
appropriate amount if 
the danger of 
reciprocal activation 
arises 

3. Lowering all the 
thresholds to 
encourage circulation 
of activity if  overall 
activation level is low. 

 
13 12 -> splitting the brain 

into Predictor and Sensor 
parts. 
 
Short Term memory 
 
Darwinian Evaluator 

Prediction 
Short term 
memory 

Compares expectations 
with sensory input. 
If comparison yields 
strong difference, 
predictor is turned off to 
believe/act on the sensors. 
 
Darwinian Evaluator is 
used to trigger 
trauma/feedback loop to 
ȰÇÉÖÅ ÓÐÅÃÉÁÌ ×ÅÉÇÈÔ ÔÏ ÔÈÅ 
ÒÁÒÅ ÂÕÔ ÄÅÃÉÓÉÖÅȱ 
experiences and train 
these important sequences 
of events in the Ergotrix-
powered predictive brain. 
 

14 13 -> Imposes selection 
on multiple possible 
predictions 

EGOTISM 
OPTIMISM 

In the case where the 
Predictor points toward 
multiple equally likely 
states, the Darwinian 
evaluator is used to 
determine the most 
positive (optimism) state 
and propagates it into 
activity  
 

Table 1 Summary of agent designs in Braitenberg's thought experiment  
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2.2.3 THE RODNEY BROOKS SUBSUMPTION ARCHITECTURE 

Around the same time that Braitenberg published his thought experiments, Rodney 

"ÒÏÏËÓ ÐÒÅÓÅÎÔÅÄ ÈÉÓ Ȱ,ÁÙÅÒÅÄ #ÏÎÔÒÏÌ 3ÙÓÔÅÍ ÆÏÒ Á -ÏÂÉÌÅ 2ÏÂÏÔȱ (Brooks, 1986). 

This reactive agent architecture combines a collection of simple behaviours into a 

layered architecture. The lower layers would for instance deal with avoiding obstacles 

or backing away from the edge of a table. Higher layers would deal with more abstract 

ÂÅÈÁÖÉÏÕÒÓȟ ÓÕÃÈ ÁÓ ȰÅØÐÌÏÒÉÎÇ ÔÈÅ ×ÏÒÌÄȱ ÏÒ ȰÆÉÎÄ ÆÏÏÄȱȢ This created robots that 

showed similar behaviour patterns to those described by Braitenberg. 

The subsumption architecture was able to create a variety of seemingly complex 

behaviours, such as hiding in shadows or seeking out a recharging station. The animal-

like, quick response time of the robots was impressive at the time, when deliberative 

systems were still far from being able to keep up with real-time events. The main issue 

with this architecture was that it was difficult to create complex systems, due to 

interference between behaviour components when many layers were active. Also, 

action/behaviour selection was difficult to implement using only inhibition between 

ÂÅÈÁÖÉÏÕÒ ÃÏÍÐÏÎÅÎÔÓȢ "ÒÏÏËÓȭ ÒÅÓÅÁÒÃÈ ÇÒÏÕÐ eventually moved on from his 

subsumption architecture when he found that it was not sufficient on its own to enable 

autonomous robots to adapt, learn and perform sequences of actions or discern 

between several viable behaviour options. 

2.2.4 LEGO BRICKS ɀ FROM BRAITENBERG TO MINDSTORMS 

This research project ultimately led to the development of the LEGO Mindstorms 

ÒÏÂÏÔÉÃÓ ÔÏÏÌËÉÔȢ )ÎÄÅÅÄ ÔÈÅ ÎÁÍÅ Ȱ-ÉÎÄÓÔÏÒÍÓȱ ÃÏÍÅÓ ÆÒÏÍ ÔÈÅ ÁÎÁÌÏÇÙ Hogg, Martin 

and Resnick (Hogg et al. 1991) made ÂÅÔ×ÅÅÎ "ÒÁÉÔÅÎÂÅÒÇȭÓ ȰSynthetic PÓÙÃÈÏÌÏÇÙȱ 

ÁÐÐÒÏÁÃÈ ÁÎÄ 3ÅÙÍÏÕÒ 0ÁÐÅÒÔȭÓ ÃÏÎÓÔÒÕÃÔÉÏÎÉÓÔ ÁÐÐÒÏÁÃÈ ÔÏ ÌÅÁÒÎÉÎÇȟ ×ÈÉÃÈ ×ÁÓ 

ÄÅÔÁÉÌÅÄ ÉÎ ÈÉÓ ÂÏÏË Ȱ-ÉÎÄÓÔÏÒÍÓȡ #ÈÉÌÄÒÅÎȟ #ÏÍÐÕÔÅÒÓȟ ÁÎÄ 0Ï×ÅÒÆÕÌ )ÄÅÁÓȱ (Papert 

1980). 

Presenting a series of modified LEGO bricks, the group constructed a series of robot 

ÄÅÓÉÇÎÓ ÂÁÓÅÄ ÏÎ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÅÁÒÌÙ 6ÅÈÉÃÌÅ ÁÒÃÈÉÔÅÃÔÕÒÅÓȡ  

Timid is a Vehicle 1 architecture that moves in bright areas and stops in shadow.  

Indecisive is also a Vehicle 1 design, but drives forward in light and backward in 

shadow. Paranoid is similar to Vehicle 2, in that it has two motors, yet only has one 

ÌÉÇÈÔ ÓÅÎÓÏÒ ɉÉÎÓÔÅÁÄ ÏÆ "ÒÁÉÔÅÎÂÅÒÇȭÓ ς ÓÅÎÓÏÒÓɊ ÃÏÎÎected to an arm protruding from 
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ÔÈÅ ÆÒÏÎÔ ÏÆ ÔÈÅ ÒÏÂÏÔȭÓ ÂÏÄÙȢ )Î ÌÉÇÈÔȟ ÔÈÅ ÓÅÎÓÏÒ ÃÁÕÓÅÓ ÔÈÅ Ô×Ï ×ÈÅÅÌÓ ÔÏ ÓÐÉÎ ÉÎ ÔÈÅ 

same direction, moving the robot forward, but when the sensor hit a shadow one is 

reversed, thereby spinning the robot around until the sensor is out of the shadow and 

the robot can continue to move forward. The behaviour caused is that of avoiding 

shadows.  

The Dogged ÄÅÓÉÇÎ ÉÓ ÍÏÓÔ ÓÉÍÉÌÁÒ ÔÏ "ÒÁÉÔÅÎÂÅÒÇȭÓ 6ÅÈÉÃÌÅ υ ÉÎ ÔÈÁÔ ÉÓ ÕÓÅÓ Á ÆÌÉÐ-flop 

ÇÁÔÅȟ ×ÈÉÃÈ ÉÎ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÔÅÒÍÓ ×ÏÕÌÄ ÈÁve been a simple memory network of 

Threshold devices. The flip-flop gate acts as a forward/backward toggle switch for a 

ÓÉÎÇÌÅ ÍÏÔÏÒ ÁÎÄ ÉÓ ÃÏÎÎÅÃÔÅÄ ÔÏ ÂÕÍÐÅÒ ÓÅÎÓÏÒÓ ÏÎ ÅÉÔÈÅÒ ÅÎÄ ÏÆ ÔÈÅ ÒÏÂÏÔȭÓ ÂÏÄÙȢ 4ÈÅ 

behaviour this creates is that the robot will reverse after every collision, thereby 

avoiding getting stuck at obstacles. The Insecure robot uses a whisker-like touch sensor 

ÔÈÁÔ ÉÓ ÃÏÎÎÅÃÔÅÄ ÔÏ ÏÎÅ ÍÏÔÏÒ ÄÉÒÅÃÔÌÙ ÁÎÄ ÔÈÅ ÏÔÈÅÒ ÍÏÔÏÒ ÖÉÁ ÁÎ ȰÉÎÖÅÒÔÅÒȱȢ 3ÉÍÉÌÁÒ ÔÏ 

6ÅÈÉÃÌÅ σȭÓ ÉÎÈÉÂÉÔÏÒÙ ÃÏÎÎÅÃÔÉÏÎÓȟ ÔÈÅ Énverter sends the inverse of the activation 

signal from the whisker sensor to the other motor. This causes the robot to edge along 

walls as the motor couple switches between turning toward (when the whisker is not 

bent) and away (when the whisker is bent) from the wall.  

The Driven design has the same architecture as Vehicle 2b in that it uses two crossed 

connections between two light sensors and two motors to make the robot turn towards 

and approach a light source. The Persistent robot combines both light following and 

collision detection behaviour in a similar manner to how multiple sensors are coupled 

in Vehicle 3c. Here we see multiple sensory-motor control couplings competing to form 

the overall behaviour. The Persistent robot uses its front bumper to trigger a timer, 

which is set to a given period during which it causes the motors to reverse their 

direction and back up from the obstacle. After the timer stops the motors resume to 

drive in their usual direction and the robot proceeds to move forward. 

Two robot designs are paired to show a simple interactive scenario. The Repulsive 

robot has a set of bright lights attached to its front and drives continuously forward. 

The Attractive robot has a light sensor attached to its rear, which causes its motor to 

move it forward when light is sensed. The example scenario put the two robots in a 

line, the Repulsive robot behind the Attractive robot. Once the Repulsive robot is near 

ÅÎÏÕÇÈ ÔÏ ÓÈÉÎÅ ÌÉÇÈÔ ÏÎ ÔÈÅ !ÔÔÒÁÃÔÉÖÅȭÓ ÌÉÇÈÔ ÓÅÎsor, the Attractive robot drives off. It 

is unclear why the Attractive robot has been given that name. It has no property that 

actually attracts the other robot and the experiment only works (and displays the 
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ÄÅÓÉÒÅÄ ȰÁÖÏÉÄÁÎÃÅȱ ÂÅÈÁÖÉÏÕÒɊ ×ÈÅÎ ÔÈÅ ÒÏÂÏÔÓ ÁÒÅ ÓÅÔ ÕÐ ÓÏ ÔÈÅ ÆÏÒ×ÁÒÄ ÍÏÖÉÎÇ 

Repulsive robot will approach the Attractive robot from behind. 

The Consistent robot uses a sound sensor connected to a sequence of two flip-flop 

gates, which connect the two motors. The flip-flop gate sequence has the effect of a 

counter that cycles through the four states on-on, off-on, on-off and off-off. Because 

each flip-glop gate is connected to only one motor these states correspond to the four 

different types of motion forward, left, right and backward respectively. The resulting 

behaviour is that when the sensor registers a loud noise, the robot switches to the next 

motion state in the sequence. This architecture is a Braitenberg Vehicle of type 5, 

which uses threshold devices to create counters. 

The final design re-purposes the components used for the robots to build a mousetrap. 

A light shining at a light sensor placed in front of the bait is used to trigger the trap. 

When the beam is broken a timer activates a motor for as long as it takes to close the 

door of the trap. A flip-flop gate is used to make sure the timer is only triggered the 

first time the light beam is broken. This final experiment has almost nothing in 

common with Braitenberg Vehicles or believable characters, but shows that 

components and mechanism developed for robotics have wider application. 

A key difference between the architectures proposed in the MIT project and 

BraitenbergȭÓ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎÔȟ is that the motor speed is not dependent on the 

intensity of the stimulation of the sensors. Braitenberg refers to this dependency as 

ȰËÉÎÅÓÉÓȱ ɀ movement that depends on the intensity of stimulation ɀ and cites it as one 

of three key factors affecting behaviour (Braitenberg 1965). In the prototypes 

developed during this project all activation is either completely on or off, which would 

be equivalent to using Braitenberg-style threshold devices between every connection. 

This causes somewhat more erratic and less smooth-looking behaviour, especially with 

the robots that alternate between the activation of two motors in a differential drive, 

such as the Paranoid, Insecure, Driven and Persistent ÄÅÓÉÇÎÓȢ 4ÈÅÓÅ ×ÉÌÌ Ȱ×ÉÇÇÌÅȱ 

towards their destination, rather than smoothly adjusting their trajectory towards it, as 

is the case with Braitenberg Vehicles and their direct sensory-motor dependencies.  

From the paper presented it is not clear why kinesis was not considered in the 

preliminary designs, but what is known is that the resulting product, LEGO Mindstorms 

do allow designers to define these kind of direct sensory-motor dependencies. 
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2.2.5 EXTENDING BRAITENBERG VEHICLES 

"ÒÁÉÔÅÎÂÅÒÇȭÓ ×ÏÒË ÉÎÓÐÉÒÅÄ ÓÅÖÅÒal projects since its release, which all provided 

different extensions to his work. Among this work is a set of projects from the field of 

Evolutionary Robotics, which sets its primary focus on the automation of design 

process behind the generation of agent control structures and morphology  (Harvey et 

al 1997, Nolfi and Floreano 2000). While this is not the approach taken in this thesis, 

ÅÖÏÌÕÔÉÏÎÁÒÙ ÒÏÂÏÔÉÃÓ ÐÒÏÊÅÃÔÓ ÈÁÖÅ ÕÔÉÌÉÚÅÄ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎÔ ÁÓ Á 

resource for architectural inspiration. 

!ÒÂÉÂȭÓ Ȱ2ÁÎÁ #ÏÍÐÕÔÁÔÒÉØȱ ɉArbib 2003) focused on visio-motor coordination inspired 

ÂÅÈÉÎÄ ÔÈÅ ÂÉÏÌÏÇÉÃÁÌ ÍÅÃÈÁÎÉÓÍÓ ÉÎ ÆÒÏÇÓȢ "ÅÅÒȭÓ ɉBeer 1990) computational 

cockroach approached it from a neuroethological perspective while providing the basis 

for his later work in dynamical systems theory (Beer 1994). Later studies by Cliff and 

Miller (Cliff and Miller 1995;1996) investigated the co-evolution of pursuit and evasion 

behaviours using a pair of differential-drive based simulated robots. Their studies used 

"ÅÅÒȭÓ ÄÅÓÃÒÉÐÔÉÏÎÓ ÏÆ ÃÏÎÔÉÎÕÏÕÓ ÔÉÍÅ ÒÅÃÕÒÒÅÎÔ ÎÅÕÒÁÌ ÎÅÔ×ÏÒËÓ ɉ#42..Ɋ ÁÓ Á ÍÏÄÅÌ 

ÔÏ ÉÍÐÌÅÍÅÎÔ ÔÈÅ ÁÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ ÃÏÎÔÒÏÌÌÅÒ ÁÎÄ ÍÅÍÏÒÙȢ During this study, the 

authoÒÓ ÆÏÕÎÄ ÔÈÁÔ ÔÈÅ ȰÒÁÎÄÏÍ ÇÅÎÏÔÙÐÅÓ ÏÆÔÅÎ ÃÒÅÁÔÅÄ ÓÉÍÐÌÅ ÂÕÔ ÖÅÒÙ ÅÆÆÅÃÔÉÖÅ 

Braitenberg ɀVehicleɀÌÉËÅ ÃÏÎÔÒÏÌÌÅÒ ÁÒÃÈÉÔÅÃÔÕÒÅÓȱ (Cliff and Miller 1995 p.3).   

Floreano and Mondana also studied evolved Braitenberg agents, but instead of using 

simulated agents, they used Khepera robots in a real environment (Floreano and 

Mondana 1994). Their experimental setup was initially simple, featuring neither traps 

nor obstacles (except the walls of the environment) and only a single resource. The 

agent was evolved to seek a light source using 8 light sensors attached to its body. 

These sensors were not distributed equally and the robot had 6 in the front and 2 in 

the back. The light source in the arena was attached above a battery recharging plate.  

The evolutionary goal of the agent was to move straight, while avoiding obstacles. The 

results were interesting in several unexpected ways. For example, evolution displayed 

a clear adaption to the body shape of the agents, favouring those who move in the 

direction that had more light-sensors attached. This allowed these agents to see and 

avoid obstacles better than those who had evolved to move in the other direction. 

Furthermore the emergence of neurons that signified certain locations in the arena was 

ÏÂÓÅÒÖÅÄȢ 4ÈÅ ÁÃÔÉÖÉÔÙ ÏÆ ÔÈÅÓÅ ȬÐÌÁÃÅȭ ÎÅÕÒÏÎÓ ÄÅÐÅÎÄÅÄ ÓÏÌÅÌÙ ÏÎ ÔÈe orientation and 

ÐÏÓÉÔÉÏÎ ÏÆ ÔÈÅ ÒÏÂÏÔȟ ÂÕÔ ×ÁÓÎȭÔ ÁÆÆÅÃÔÅÄ ÂÙ ÉÔÓ ÂÁÔÔÅÒÙ ÌÅÖÅÌȢ 
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4ÈÅ ÇÒÏÕÐ ÃÏÎÔÉÎÕÅÄ ÔÈÅÉÒ ÓÔÕÄÉÅÓ ×ÉÔÈ "ÒÁÉÔÅÎÂÅÒÇȭÓ 6ÅÈÉÃÌÅ φ ÁÒÃÈÉÔÅÃÔÕÒÅÓ ÁÎÄ 

investigated competitive co-evolution (hunter/prey) and cooperative agents, 

demonstrating the versatility of the base architecture and powerful adaption through 

evolution. 

In a later study, the group investigated an evolved learning model (Floreano and 

Urzelai 2000). This system ÉÎÃÏÒÐÏÒÁÔÅÄ ÉÄÅÁÓ ÆÒÏÍ "ÒÁÉÔÅÎÂÅÒÇȭÓ 6ÅÈÉÃÌÅ ρπ 

architecture, featuring weighted connections between sensor and motor neurons. They 

allowed the evolutionary model to choose between 4 different learning rules for each 

synaptic connection. All of these were based on Hebbian learning and were 

differentiated mainly in the way weight decay was used. The following four learning 

rules are paraphrased from (Floreano and Urzelai 2000): 

1. Plain Hebb: strengthen the synaptic weight in proportion to correlated activity 

of the pre and post-synaptic neurons. 

2. Postsynaptic rule: Like Hebb, but the connection is weakened when only 

postsynaptic neuron is active 

3. Presynaptic rule: Like Hebb, but the connection is weakened when only the 

presynaptic neuron is active 

4. Covariance rule: Synapse is strengthened when activity levels of both 

connected neurons are similar. If the difference between the two activity levels 

is less than half their maximum activity, the weight increases. If the difference 

is larger, the weight decreases. 

This system successfully evolved a controller that was capable of learning simple 

associations and was even capable of executing sequential events. Overall the 

performance of evolved Vehicles that incorporated adaptive associations was better 

than that of Vehicles with only fixed sensory-motor connections. 

A similar study by Seth on action selection in genetically evolved reactive agents (Seth 

1998) ÉÎÃÏÒÐÏÒÁÔÅÄ ÉÄÅÁÓ ÆÒÏÍ ÓÅÖÅÒÁÌ ÏÆ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÓÉÍÐÌÅÒ 6ÅÈÉÃÌÅ ÁÒÃÈÉÔÅÃÔÕÒÅÓȢ 

The virtual agent model comprises a collection of distance sensors measuring the 

proximity of food, water and trap objects placed in its environment. The model also 

includes two types of internal batteries, one for food and one for water that can be 

recharged by approaching food and water objects in the environment. The sensors 

were directly connected to the wheels, but a genetic encoding scheme determined the 

non-linear relationship between sensor input and motor output. The level of the 

batteries acted as a form of fitness function, favouring those agents that kept both 
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batteries filled, while avoiding traps. These relationships were evolved through a series 

of experiments for 430 generations. 

The outcome was that the agents developed sophisticated and efficient reactive 

instinctual behaviour. The evolved non-linear relationships between the sensors and 

motors were sufficient to produce traits of action selection, such as prioritising needs, 

exhibiting opportunism, persistence in actions versus action dithering all the while 

ÂÅÉÎÇ ÁÂÌÅ ÒÅÔÁÉÎ ÔÈÅ ÁÇÅÎÔȭÓ ÁÂÉÌÉÔÙ ÔÏ ÒÅÁÃÔ ÔÏ ÓÕÄÄÅÎ ÃÈÁÎÇÅÓ ÉÎ ÔÈÅ ÅÎÖÉÒÏÎÍÅÎÔȢ 

One of the key extensions cited in his work is the addition of learning mechanisms. 

3ÅÔÈȭÓ ×ÏÒË ÓÈÏ×Ó ÔÈÁÔ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÁÒÃÈÉÔÅÃÔÕÒÅ ÉÓ ÒÏÂÕÓÔ ÕÐ ÕÎÔÉÌ Chapter Six, 

providing additional justification for further study of his more complex architectures. 

2.2.6 MAVRIC EXTENDED BRAITENBERG ARCHITECTURE 

-!62)# ÏÒ ÔÈÅ Ȱ-ÏÂÉÌÅȟ !ÕÔÏÎÏÍÏÕÓ 6ÅÈÉÃÌÅ ÆÏÒ 2ÅÓÅÁÒÃÈ ÉÎ )ÎÔÅÌÌÉÇÅÎÔ #ÏÎÔÒÏÌȱ ×ÁÓ 

developed by Mobus and Fisher self-described ÁÓ ȰÒÏÕÇÈÌÙ Á 4ÙÐÅ ρρ ÖÅÈÉÃÌÅ ÉÎ 

"ÒÁÉÔÅÎÂÅÒÇȭÓ ÍÅÎÁÇÅÒÉÅȱ (Mobus and Fisher 1994, p.2). For it to satisfy this claim, the 

architecture needs to be capable of associating and reproducing temporal activation 

patterns. This is however not presented in the literature. Instead Mobus presents a 

system that observes changes in synaptic weights at different timescales and uses this 

statistical information to grant stronger and more persistent associations to stimulus 

ÔÈÁÔ ×ÁÓ ÒÅÐÅÁÔÅÄ ÏÖÅÒ ÌÏÎÇÅÒ ÔÉÍÅ ÐÅÒÉÏÄÓȢ 4ÈÉÓ ÄÏÅÓ ÎÏÔ ÓÁÔÉÓÆÙ "ÒÁÉÔÅÎÂÅÒÇȭÓ 

%ÒÇÏÔÒÉØ ×ÉÒÅ ÃÒÉÔÅÒÉÁ ȰÔÏ ÒÅÐÒÏÄÕÃÅ ÓÅÑÕÅÎÃÅÓ ÏÆ ÁÃÔÉÖÁÔÉÏÎ ÁÔ ÔÈÅ Óame pace as the 

ÏÒÉÇÉÎÁÌ ÏÃÃÕÒÒÅÎÃÅȱȢ  

4ÈÅ ÁÒÃÈÉÔÅÃÔÕÒÅ ÉÓ ÃÏÍÐÒÉÓÅÄ ÏÆ Á ÓÅÔ ÏÆ ÒÅÁÃÔÉÖÅ ÂÅÈÁÖÉÏÕÒÓ ɉȬÉÎÓÔÉÎÃÔÓȭɊ ÁÎÄ "!.ȟ ÔÈÅ 

Ȱ"ÁÓÉÃ !ÓÓÏÃÉÁÔÉÖÅ .ÅÔ×ÏÒËȱ (Mobus  1994). BAN features a neural component named 

ȰAdaptronsȱ, a type of synapse that does not store a single weight defining the 

ÁÓÓÏÃÉÁÔÉÏÎ ÂÅÔ×ÅÅÎ ÅÌÅÍÅÎÔÓȟ ÂÕÔ ÉÎÓÔÅÁÄ Á ÖÅÃÔÏÒ ÏÆ ×ÅÉÇÈÔÓ ÔÈÁÔ ÈÁÓ ȬÌÅÖÅÌÓȭ ÔÈÁÔ 

denote the causality of the association at a given timescale. Each successive timescale is 

based on the previous shorter one. This way long-term memory is based on an average 

of short-term memory, which again is an average of real-time stimulus recordings. The 

number of timescale levels is flexible and can be adjusted.  

For association, the weight at each level is Ȱpulled upȱ if activity in the level below it is 

raised above the weight of the current level. The difference between the two is 

calculated, multiplied by a learning rate constant and added to the current weight. 
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Learning at each level thus takes the shape of a logarithmic increase approaching the 

upper bound of that level, which is the lower bound of the level below it. In the case of 

the lowest level, where no lower level exists, the bound is the maximum of the scale. 

$ÅÃÁÙ ÉÓ ÈÁÎÄÌÅÄ ÉÎ Á ÓÉÍÉÌÁÒ ÍÁÎÎÅÒȢ 4ÈÅ ×ÅÉÇÈÔ ÉÓ ȬÐÕÌÌÅÄ ÄÏ×Îȭ ÂÙ ÔÈÅ ÄÉÆÆÅÒÅÎÃÅ ÔÏ 

the weight of the next higher level. Thus the weight will approach the upper bound of 

the next higher level at a logarithmic rate. 

The overall effect is that as each successive level is trained, the response curve at the 

lowest lever (the one closest to real-time) is raised, while the decay is flattened. This 

means that if a stimulus is persistent over several timescales, subsequent spikes will 

see their initial weight increase over time and their weight decay reduced. 

Mobusȭ Adaptron model brings the temporal representation from the level of a single 

neuron using self-excitation, to the level of the synapse. The architecture presented in 

this thesis instead takes the temporal representation from the level of a single synapse, 

to a network of synapses. Another key difference to BAN, is that it intends to keep the 

Mnemotrix (purely associative) and Ergotrix (temporal causality) separate, while 

-ÏÂÕÓȭ "!. ÁÒÃÈÉtecture integrates both notions into a single learning unit. This latter 

separation might be possible to implement using BAN Adaptrons, but this is not 

ÃÏÎÓÉÄÅÒÅÄ ÏÒ ÆÕÒÔÈÅÒ ÅØÐÌÏÒÅÄ ÉÎ -ÏÂÕÓȭ ×ÏÒËȢ 

2.2.7 BEAM ROBOTS 

Initially inspired by a Rodney Brooks lecture (Brooks 1986) BEAM Robots are a group 

of reactive robots based on an artificial neural network architecture invented by Mark 

W. Tilden (Beam 2008). They use a series of pulse delay circuits to mimic the function 

of real biological neurons. 

The BEAM robots follow a similar approach to the early Braitenberg Vehicle designs 

(Braitenberg 1984) in that they use simple, interlinked behaviours and mostly direct 

ÃÏÎÎÅÃÔÉÏÎÓ ÂÅÔ×ÅÅÎ ÓÅÎÓÏÒÓ ÁÎÄ ÁÃÔÕÁÔÏÒÓȢ 4ÉÌÄÅÎȭÓ ÍÅÔÈÏÄÏÌÏÇÙ ÁÌÓÏ ÓÅÅÍÓ ÉÎÓÐÉÒÅÄ 

by Braitenberg in that it states that a robot designer should: 

1. Use the lowest number of electronic elements 
2. Re-use scrap pieces from other electronics/robots  
3. Use radiant energy, such as solar power 

0ÅÒÈÁÐÓ ÍÏÒÅ ÉÎÔÅÒÅÓÔÉÎÇ ÉÓ 4ÉÌÄÅÎȭÓ ÓÔÁÎÃÅ ÔÏ×ÁÒÄÓ ÔÈÅ ÉÎÔÅÒÎÁÌ ÃÏÍÐÌÅØÉÔÙ ÏÆ Á ÒÏÂÏÔ 

architecture. (Beam 2008) ÑÕÏÔÅÓ 4ÉÌÄÅÎ Ȱ)Æȟ ÆÏÒ Á ÌÉÎÅÁÒ ÉÎÃÒÅÁÓÅ ÉÎ ÁÂÉÌÉÔÙȟ ÁÎ 
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ÅØÐÏÎÅÎÔÉÁÌ ÉÎÃÒÅÁÓÅ ÉÎ ÃÏÍÐÌÅØÉÔÙ ÉÓ ÒÅÑÕÉÒÅÄȟ ÔÈÅÎ ÓÔÁÒÔ ÏÖÅÒ ÆÒÏÍ ÓÃÒÁÔÃÈȱȢ 4ÈÉs 

stance is reflected in one of the early observations made by Braitenberg about his 

Vehicle 3, about the incorporation of learning into Vehicle 7 versus the predefined 

ÒÕÌÅÓ ÔÈÁÔ ÁÒÅ ÂÕÉÌÔ ÉÎÔÏ ÔÈÁÔ 6ÅÈÉÃÌÅȡ ȰÏÎÃÅ ËÎÏ×ÌÅÄÇÅ ÉÓ ÉÎÃÏÒÐÏÒÁÔÅÄȟ ÔÈÅ ÒÅÓÕÌÔÉÎÇ 

ÖÅÈÉÃÌÅ ÍÁÙ ÌÏÏË ÁÎÄ ÂÅÈÁÖÅ ÑÕÉÔÅ ÌÉËÅ ÏÕÒ 6ÅÈÉÃÌÅ σÃȱ (Braitenberg 1984 p.14) . 

The BEAM approach does not entail architectures for creating higher level reasoning 

however, which might be down to the limiting effect of the first principle and the fact 

that all BEAM robots are implemented in Hard AL (hardware based Artificial life) and 

would therefore be very difficult to construct if a more complex Neural net were to be 

designed. 

2.3 BELIEVABLE AGENTS RESEARCH GROUPS 

4ÈÒÏÕÇÈÏÕÔ ÔÈÅ ωπÓ ÁÎÄ ÅÁÒÌÙ ςπππȭÓ ÔÈÅÒÅ ×ere several research groups focusing on 

ÔÈÅ ÃÒÅÁÔÉÏÎ ÏÆ ȰÂÅÌÉÅÖÁÂÌÅ ÃÈÁÒÁÃÔÅÒÓȱȢ )Î ÐÁÒÔÉÃÕÌÁÒȟ "ÒÕÃÅ "ÌÕÍÂÅÒÇȭÓ Synthetic 

Characters group at MIT brought forth a wide range of research and publications that 

influenced the work in the field. Notable alumni from this group include Bruce 

Blumberg himself who among other projects now works with video game companies 

on Zoo animal games; Damian Isla, who created the award-winning AI for Halo 3; Jeff 

Orkin, who introduced AI planners to first person shooters in FȢ%Ȣ!Ȣ2ȭÓ !). These and 

other MIT alumni such as Rodney Brooks and Karl Sims before them practically defined 

the field and associated techniques (subsumption architecture, swarm behaviour etc.). 

However, more recently the drive of this research area seems to have subsided, with 

most of the researchers mentioned above having moved into industry. Unfortunately 

ÔÈÉÓ ÍÅÁÎÓ ÔÈÁÔ ÔÈÅ ÎÕÍÂÅÒ ÏÆ ÐÕÂÌÉÃÁÔÉÏÎÓ ÒÅÌÁÔÉÎÇ ÔÏ ȰÂÅÌÉÅÖÁÂÌÅ ÃÈÁÒÁÃÔÅÒÓȱ ÈÁÓ 

somewhat subsided, even though their role in society, particularly in the games and 

movie industry is steadily growing.  

The following sections describe some of the significant work that was done by other 

research groups to provide a context for the work set out in this thesis and the role of 

"ÒÁÉÔÅÎÂÅÒÇȭÓ Ȱ6ÅÈÉÃÌÅȱ ÁÇÅÎÔÓ in the field of believable characters. 

2.3.1 MIT A.L.I.V.E PROJECT 

The ALIVE system developed by Pattie Maes (Maes and Darrell et al. 1995) and her 

colleagues from the Synthetic Characters group at MIT is an immersive virtual reality 

ÉÎÔÅÒÆÁÃÅ ÔÈÁÔ ÁÃÔÓ ÁÓ Á ȰÍÁÇÉÃ ÍÉÒÒÏÒȱ ÁÎÄ ÅÎÁÂÌÅÄ ÔÈÅ ÕÓÅÒ ÔÏ ÓÅÅ ÈÉÍÓÅÌÆ ÉÍÐÏÓÅÄ ÉÎÔÏ 
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a virtual environment that is inhabited by virtual objects and creatures. This allows the 

user to interact with autonomous artificial life agents via simple gestures and without 

the need for peripheral control equipment. 

The contribution of the A.L.I.V.E project to believable characters was in the interface 

ÁÎÄ ÎÏÔ ÉÎ ÔÈÅ ÃÈÁÒÁÃÔÅÒÓȭ ÂÅÈÁÖÉÏÕÒȢ 4ÈÅ ÓÏÆÔ×ÁÒÅ Ôhat ran the artificial life characters 

ÔÈÁÔ ×ÅÒÅ ÓÈÏ×ÃÁÓÅÄ ÕÓÉÎÇ ÔÈÅ ÉÍÍÅÒÓÉÖÅ ȰÍÁÇÉÃ ÍÉÒÒÏÒȱ ÉÎÔÅÒÆÁÃÅ ×ÁÓ ÃÁÌÌÅÄ 

Ȱ(ÁÍÓÔÅÒÄÁÍȱ (Blumberg 1994). 

The autonomous agents that inhabit this world use an agent architecture developed by 

Bruce Blumberg for his PhD thesis (Blumberg 1997). This architecture draws heavily 

on Ethology (the study of animal behaviour) and focuses on controlling the temporal 

aspects of behaviour, implementing a hierarchy of behaviours similar to Rodney 

"ÒÏÏËȭÓ ÓÕÂÓÕÍÐÔÉÏÎ ÁÒÃÈÉÔÅÃÔÕÒÅ (Brooks 1986) and modelling internal factors such 

as their needs and motivations. Later implementations of this architecture (Gorniak 

and Blumberg 2005) also added the ability to train agent behaviours by online 

sequence learning that incorporates a notion of temporal causality of perceived events, 

including their tim ing and rate (Burke and Blumberg 2002). Later work by Fujita on 

the Sony AIBO project (Fujita 2001) was inspired by this architecture, albeit in the 

context of robotics and not virtual characters. 

2.3.2 DUNCAN SHEEPDOG  

"ÌÕÍÂÅÒÇȭÓ ÔÅÍÐÏÒÁÌ ÐÒÅÄÉÃÔÉÏÎ ÁÌÇÏÒÉÔÈÍ ×ÁÓ ÅØÐÁÎÄÅÄ ÕÐÏÎ ÉÎ ÔÈÅ Ȱ$ÕÎÃÁÎ 

ShÅÅÐÄÏÇȱ ÐÒÏÊÅÃÔ (Isla and Burke et al. 2001). This project successfully implements a 

system for predicting near future events through the processing of visual sensory data 

acquired via an artificial retina.  

This advanced retinal imaging system is similar to that used by Tu for the virtual fish 

simulation  (Tu and Terzopoulos 1994). The data from the visual system is processed 

ÂÙ Á ȰÐÒÅÄÉÃÔÏÒȱ ÍÏÄÕÌÅȟ ×ÈÉÃÈ ÍÁÐÓ ÉÎÆÏÒÍÁÔÉÏÎ ÇÁÔÈÅÒÅÄ ÆÒÏÍ ÖÉÓÕÁÌ ÄÁÔÁ ÔÏ ÔÈÅ 

locations of objects on a two-ÄÉÍÅÎÓÉÏÎÁÌ ÔÏÐÏÇÒÁÐÈÉÃÁÌ ÍÁÐ ÃÁÌÌÅÄ ÔÈÅ ȰÐÒÏÂÁÂÉÌÉÓÔÉÃ 

occupancy map".  

Isla uses this as a discrete representation of the probabilities of the location of objects 

in the world. This representation comes in the form of a hexagonal grid that is overlaid 

over a pre-defined model of the environment. Temporal reasoning and prediction is 

done by calculating the probability of an object occurring in a specific field on the grid. 
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This work demonstrated that, incorporating a prediction mechanism into a navigation 

system, can increase the believability of an agent (Isla and Blumberg 2002). The ability 

to perceive object persistence and to predict movement paths and intercept moving 

objects is also a robust capability useful for any autonomous agent.  

In contrast to our architecture, tÈÅ ȰÐÒÅÄÉÃÔÏÒȱ ÍÅÃÈÁÎÉÓÍ ÄÅÓÃÒÉÂÅÄ ÂÙ "ÒÁÉÔÅÎÂÅÒÇ 

(1984 p.73) uses a neural approach to representation over the abstract approach 

employed by Isla and Blumberg . Braitenberg's predictor generates no discrete maps. 

Being a general temporal pattern predictor, it instead perceives and predicts sequences 

of sensual data, which train a connectionist network much in the manner that single 

percepts/concepts are usually trained. This also allows for other forms of prediction 

ÏÔÈÅÒ ÔÈÁÎ ÓÐÁÔÉÁÌȠ ÁÓ ÔÈÅ ÐÒÅÄÉÃÔÏÒ Ȱdoes not ÃÁÒÅȱ ×ÈÁÔ ÔÙÐÅ ÏÆ ÓÅÎÓÅ ÐÒÏÖÉÄÅÓ ÔÈÅ 

sequential/temporal information.  

2.3.3 REALISTIC FISH 

The artificial life fish created by Demetri Terzopoulos and Xiaoyuan Tu (Terzopoulos 

and Tu 1994) were ÄÅÓÉÇÎÅÄ ÁÓ ȰÓÅÌÆ-ÁÎÉÍÁÔÉÎÇ ÇÒÁÐÈÉÃÁÌ ÃÈÁÒÁÃÔÅÒÓȱȟ ×ÈÉÃÈ ÁÉÍ ÔÏ 

realistically simulate the behaviour of various piscine species interacting with one 

ÁÎÏÔÈÅÒ ÉÎ Á ÐÈÙÓÉÃÁÌÌÙ ÓÉÍÕÌÁÔÅÄȟ ÖÉÒÔÕÁÌ ÏÃÅÁÎÉÃ ÅÎÖÉÒÏÎÍÅÎÔȢ 4ÅÒÚÏÐÏÕÌÏÓȭ ÆÉÓÈ had 

ALife architectures to control the movement of the fish. They used a physics simulation 

for the muscle-actuated body paired with simulated retinal imaging vision to locomote 

and detect situations (Terzopoulos and Rabie 1997). The biologically inspired 

approach is not applied to the decision making process, which is instead controlled by 

a hierarchical behaviour AI system. Given the limited behaviours required to make a 

fish seem believable, this is a good choice (since real fish are not generally known for 

exhibiting complex emotions). 

Further work by Terzopoulos (Shao and Terzopoulos 2005) applied a similar 

architecture to control the locomotion and behaviour of pedestrian crowds in various 

social settings. The behaviour of the pedestrians is defined by goals to achieve within 

the environment (e.g. buying a ticket at the train station) and personal needs 

(tiredness, hunger). Systems for navigation and simple planning allow the pedestrians 

to move through the environment intelligently, achieving their goals, all the while 

avoiding obstacles and each other. Although this creates overall quite believable crowd 

movements, on closer inspection repetition becomes apparent. The limited number of 

behaviours that each character is able to perform is insufficient for the large number of 
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characters and the variety of behaviours we expect from humans. However, this may 

not be an issue if the crowd is not the centre of attention and the observer is focused on 

more complex characters within the environment- either agents or player avatars. 

2.3.4 OZ PROJECT 

The Oz Project run by Joseph Bates attempted to simulate believable characters based 

on principles from classical animation. The so-called ȰWogglesȱ that inhabit the 

simulation use a goal-directed behaviour-based architecture (Bates 1997) based on 

those developed at M.I.T by Pattie Maes (Maes and Darrell et al. 1995) and Rodney 

Brooks (1986). 

For deciding which emotion to portray given a certain event, they used the work of 

Ortony, Collins and Clore (1988). This system provides a very rigid correlation 

between the current event and a specific emotional reaction, as it does not incorporate 

a world model or planning (foresight) of any kind. The emotional reactions are also 

predefined by the designer of the character. 

These rigid correlations between events and emotions were later disputed within the 

project group. During tests with observers, seemingly illogical behaviour caused by an 

error in the code was perceived as more interesting, and caused more detailed 

interpretations of the creatures emotional state, than most ȰÃÏÒÒÅÃÔȱ behaviours (Bates 

1997). In his evaluation of the Oz project Bates observes that, while they did fulfil the 

first key point (a clearly defined emotional state) they did not incorporate systems for 

accentuating emotions (providing correct timing and exaggerating the dominant 

emotions) or revealing the thought process of the Woggles (which would require a 

system for planning or foresight) (Bates 1997) . 

As Loyall states, (Loyall 1997 p.162) subjective judgment by critical observers seems to 

be the only way to obtain evidence for how believable an ÁÇÅÎÔ ÉÓȢ ,ÏÙÁÌÌȭÓ ÔÅÁÍ 

exhibited thÅ Ȭ7ÏÇÇÌÅÓȭ ÐÒÏÊÅÃÔ ÁÔ ÔÈÅ "ÏÓÔÏÎ #ÏÍÐÕÔÅÒ -ÕÓÅÕÍ ÆÏÒ ÁÂÏÕÔ Á ÙÅÁÒȟ 

having around 30.000 visitors use it in the time. According to Loyall the exhibition was 

a great success, with users who got involved being highly engaged and spending up to 

10 minutes with the simulation. 
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2.4 BELIEVABLE AGENTS IN THE ENTERTAINMENT INDUSTRY 

Since the shift of focus of the MIT research groups from interactive believable 

characters to user interfaces and more general AI, the major developments in the field 

are currently largely found in the movie and video games industry. Unfortunately this 

has resulted in a decrease in publications in the field, since the technology in current 

games is largely under non-disclosure. 

The first projects discussed in this section give an overview of some of the animation 

tools available or currently in development that aid animators in creating believable 

agents. Interviews and post-mortems with selected developers have provided some 

useful insight into the architectures driving modern interactive game characters. This 

section discusses several contributors that set the current standard for believable 

interactive characters in video games.  

2.4.1 MASSIVE 

An example of a tool that addresses the problem of animation diversity in crowds 

successfully in the film ÄÏÍÁÉÎ ÉÓ ÔÈÅ ÓÏÆÔ×ÁÒÅ Ȱ-ÁÓÓÉÖÅȱ ÂÙ 3ÔÅÐÈÅÎ 2ÅÇÅÌÏÕÓ (2009). 

Ȱ-ÁÓÓÉÖÅȱ ×ÁÓ ÕÓÅÄ ÔÏ ÃÒÅÁÔÅ ÔÈÅ /ÓÃÁÒ ×ÉÎÎÉÎÇ ÅÆÆÅÃÔÓ ÏÆ ÂÁÔÔÌÉÎÇ ÁÒÍÉÅÓ ÉÎ ÔÈÅ Ȱ,ÏÒÄ 

ÏÆ ÔÈÅ 2ÉÎÇÓȱ ÔÒÉÌÏÇÙ ÁÎÄ ×ÁÓ ÉÎÎÏÖÁÔÉÖÅ ÉÎ ÔÈÁÔ ÉÔ ÇÁÖÅ ÅÁÃÈ ÉÎÄÉÖÉÄÕÁÌ ÃÈÁÒÁÃÔÅÒ ÉÔÓ 

Ï×Î ÐÅÒÃÅÐÔÉÏÎ ÁÎÄ ÂÅÈÁÖÉÏÕÒ ÃÏÎÔÒÏÌÌÅÒȢ %ÁÃÈ ÓÏÌÄÉÅÒ ×ÏÕÌÄ ÔÈÕÓ ȰÆÉÇÈÔ ÆÏÒ ÈÉÍÓÅÌÆȱ 

ÁÎÄ ÄÅÐÅÎÄÉÎÇ ÏÎ ÔÈÅ ȰÐÅÒÃÅÉÖÅÄȱ ÓÉÔÕÁÔÉÏÎ ÃÏÕÌÄ ÆÌÅÅȟ ÁÔÔÁÃË ÏÒ ÄÅÆÅÎÄȢ 4ÈÅ ÒÅÓÕÌÔ ×ÁÓ 

a dynamic battlefield, with individuals and groups of soldiers fighting, shifting 

positions and defending each other, creating chaotic and believable mayhem. 

2.4.2 NATURAL MOTION 

Natural Motion as a company has created a collection of software tools utilizing a 

biomimemic approach to body simulation similar to the muscle-actuated body found in 

the artificial fish (Tu and Terzopoulos 1994) described above. They refer to this 

technique as Dynamic Motion Synthesis (Naturalmotion 2005) . Using a biology-

inspired muscle-actuated physical model coupled with a neural network controller 

they provide a series of behaviours such as jumping, walking or grabbing hold of 

objects. Simulated characters can perform these actions dynamically and blend 

between them, all the while reacting to physical interference and user control. 
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2.4.3 ACTOR MACHINE 

+ÅÎ 0ÅÒÌÉÎȭÓ ÐÒÏÃÅÄÕÒÁÌ ÃÈÁÒÁÃÔÅÒ ÁÎÉÍÁÔÉÏÎ ÔÏÏÌËÉÔ (Perlin 2009) is focused on 

providing a flexible interface for artists to animate characters that express emotional 

states and animate in a believable manner. The approach is similar to the one natural 

motion applied (motion synthesis), but goes further in that it also aims to include facial 

expressions and not just locomotion. It is also related to the work by Ortony, Collins 

and Clore (1988) in that it aims to define Á ÓÅÔ ÏÆ ÅÍÏÔÉÏÎ ȰÐÒÉÍÉÔÉÖÅÓȱ - modifiers that 

can be mixed to form any emotion. In terms providing an interface for these emotion 

modifiers it is similar to the facial expression creator that supports Half-Life 2 (Valve 

2004)ȟ ×ÈÉÃÈ ×ÁÓ ÉÔÓÅÌÆ ÂÁÓÅÄ ÏÎ 0ÁÕÌ %ËÍÁÎȭÓ &!#3 ÁÎÄ ÈÉÓ !ÃÔÉÏÎ 5ÎÉÔÓ (Ekman and 

Rosenberg 1998). 

Just like (Loyall 1997), Perlin provides a toolkit for animators and does not aim to 

create autonomous agents in the sense that they act and choose their behaviour 

autonomously. 

2.4.4 CREATURES 

The artificial life simulation Creatures (Grand and Cyberlife Technology 1997) was 

critically acclaimed as a big advance in artificial life simulation. The game-play was 

based on the breeding and nurturing of artificial agents called ȰNornsȱ. These Norns 

had a complex sensory system and employed neural network training as a learning 

device. The Norns are able to learn through the interaction with the player. Right and 

wrong behaviours could be taught using punishment and reward. A natural language 

system provides the ability for the Norns to communicate with the player. During their 

ȰÃÈÉÌÄÈÏÏÄȱ ÔÈÅ .ÏÒÎÓ ×ÉÌÌ ÏÆÔÅÎ ÐÏÉÎÔ ÁÔ ÏÂÊÅÃÔÓ ÆÏÒ ÔÈÅ ÐÌÁÙÅÒ ÔÏ ÄÅÆÉÎÅ ÆÏÒ ÔÈÅÍȢ /ÖÅÒ 

time, the Norn will use these definitions to communicate its needs to the player. 

The Norns are sophisticated and believable artificial life agents, but the simple 

animation system used at the time that was incapable of displaying more subtle 

changes in their internal state. The Norns can express raw emotions such as fear, love 

and hate via their animations and the language system, but less definite emotions and 

thought processes are lost in translation. 

2.4.5 THE SIMS 

Ȱ4ÈÅ 3ÉÍÓȱ (Wright and Maxis Software 2000) is a game based around the simulation 

of human social interaction, The Sims allows players to create and manage a virtual 
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dolls house and its inhabitants, the so-called Sims. These semi-autonomous agents (the 

player can give orders to the Sims to satisfy specific actions) keep an internal model of 

their needs and a list of actions needed to perform those needs. The Sims agents have 

the ability to interact with every object in their environment. This is achieved by using 

smart objects, a system whereby the object that is interacted with and not the agent 

itself carries the knowledge of how the interaction between them will play out. To 

simulate communication between separate agents and to express their emotions the 

Sims were given their own simplified language called ȰSimlishȱ. This, in combination 

with animations that changed according to the Sim's emotional and physical state 

created some of the most believable virtual characters to date. Apart from statistics 

ÁÂÏÕÔ ÔÈÅÉÒ ȰÌÉÆÅȱ ÓÕÃÈ ÁÓ ÔÈÅÉÒ ÁÇÅ ÏÒ ÔÈÅÉÒ ÁÆÆÉÎÉÔÙ ÔÏ ÐÁÒÔÉÃÕÌÁÒ ÏÔÈÅÒ 3ÉÍ ÃÈÁÒÁÃÔÅÒÓ 

the Sims did not incorporate any world model or knowledge of events in their past. 

4ÈÅÙ ×ÅÒÅ ÁÌÓÏ ÎÏÔ ÁÂÌÅ ÔÏ ȰÌÅÁÒÎȱ ÁÓ ÓÕÃÈȟ ÁÓ ÔÈÅÉÒ ÃÁÐÁÂÉÌÉÔÉÅÓ ×ÅÒÅ ÍÅÁÓured only by 

their efficiency of receiving satisfaction from using given smart objects. 

2.4.6 FAÇADE 

Façade is a game that developed from -ÉÃÈÁÅÌ -ÁÔÅÁÓȭ ÅØÐÅÒÉÅÎÃÅÓ ×ÉÔÈ ÔÈÅ /Ú ÐÒÏÊÅÃÔ 

(Mateas 1997) and a collaboration with Andrew Stern, who had previously worked on 

the virtual pets Catz and Dogz (Stern and P. F. Magic 1995). The game takes the form of 

an interactive drama that lets users interact with two characters using a natural 

language parsing system and a few simple actions such as hugging, comforting or 

kissing. The narrative plays out as a drama involving a young married couple, Trip and 

Grace, and an old friend visiting them- the player. The game centres around the 

conversations that play out between the characters and the player. The non-player 

characters respond to everything the player does or says with an appropriate 

emotional reaction. This reaction is expressed through a facial animation system 

similar to FACS (Ekman and Rosenberg 1998) and body language (such as crossing 

their arms in defence, or turning their back in dismay). 

The display of emotions through facial expressions and body-language puts façade 

above any purely text-based conversational agent interface such as ELIZA 

(Weizenbaum 1966) and SHRDLU1 (Winograd 1980). It subtly encourages the player 

ÔÏ ȰÐÌÁÙ ÁÌÏÎÇȱ ×ÉÔÈ ÔÈÅ ÃÏÎÖÅÒÓÁÔÉÏÎȟ ÍÁËÉÎÇ ÉÔ ÈÁÒÄ ÆÏÒ ÈÉÍ ÔÏ ÆÅÅÌ ÉÎÄÉÆÆÅÒÅÎÔ ÔÏ Á 

                                                             
1 SHRDLU comes from the arrangement of letters on linotype typesetting machines, where 
letters were arranged in columns according to their frequency in the English language. ETAOIN 
was the first column, SHRDLU the second. 
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failed response. For exampÌÅ ÆÁÉÌÉÎÇ ÔÏ ÒÅÃÏÇÎÉÚÅ Á ÐÌÁÙÅÒȭÓ ÉÎÐÕÔ ×ÉÌÌ ÃÁÕÓÅ 4ÒÉÐ ÁÎÄ 

'ÒÁÃÅ ÔÏ ȰÆÅÅÌ ÐÕÚÚÌÅÄȱȟ ×ÈÉÃÈ ÃÁÎ ÂÅ ÅÁÓÉÌÙ ÓÅÅÎ ÉÎ ÔÈÅÉÒ ÅØÐÒÅÓÓÉÏÎ ÁÎÄ ÓÔÁÎÃÅȢ 

Depending on the context of the situation this can cause them to visibly darken or 

lighten their mood- making the player feel responsible for his action, even if it was 

misinterpreted. The interactive narrative also spans a wide range of socially familiar 

topics, such as love, sex, art, career and interior design ɀmaking it easy for the player to 

feel involved. 

Apart from the dynamic facial expressions, Façade does not use procedural animation 

to animate the characters. It also does not use any form of sensing, other than keeping 

an awareness of the current actions of the player and non-player characters. It is 

essentially a conversation agent with an added body-language interface. The narrative 

takes the form of a pre-defined branching storyline that is affected by the emotional 

states of its main characters. An AI director uses the agent data to determine the flow 

of the scene and one of several outcomes to the narrative. All the content in the game, 

including voice acting performances, writing and basic animation is predefined. 

4ÈÅÒÅÆÏÒÅȟ ×ÈÉÌÅ ÔÈÅ ÓÔÒÕÃÔÕÒÅ ÉÓ ÅÍÅÒÇÅÎÔȟ ÔÈÅ ÎÁÒÒÁÔÉÖÅÓȭ ÃÏÎÔÅÎÔ ÉÓ ÎÏÔȢ 4ÈÅ ÁÇÅÎÔÓ ÄÏ 

keep track of their emotional internal states, but are not autonomous in the sense that 

they act autonomously and sense their surroundings. Nevertheless the model of a 

branching narrative, while being highly work-intensive for a developer, is an intriguing 

proposition for the implementation of believable characters in the context of 

interactive animation. 

2.4.7 GRAND THEFT AUTO IV 

Grand Theft Auto 4 (Rockstar Games 2008) was the first commercial blockbuster to 

ÕÓÅ .ÁÔÕÒÁÌ ÍÏÔÉÏÎÓȭ (Naturalmotion 2005; Champandard 2008) procedural animation 

system on a large scale. Every agent inhabiting its simulated city was animated using 

this system. This allowed for an unprecedented level of interaction with the player. 

Previously shooting a character or hitting them with a car would trigger a canned 

animation regardless of the force behind the action. Now a slight bump with the car 

will see a character merely stumbling, while slightly faster collision will see them 

landing on the bonnet and holding on for their dear life. A full speed collision will see 

ÔÈÅÍ ÆÌÙÉÎÇ ÁÎÄ ÅÖÅÎ ÔÒÙÉÎÇ ÔÏ ÃÏÖÅÒ ÔÈÅÉÒ ÆÁÃÅ ÕÐÏÎ ÌÁÎÄÉÎÇȢ )ÔȭÓ ÇÒÕÅÓÏÍÅȟ ÙÅÓȟ ÂÕÔ 

highly interactive. The same goes for almost every other physical interaction with 

characters in the game. 
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GTA4 is a great example for procedural animation applied to locomotion and physical 

effects. But the animation system required much tweaking by artists to avoid 

characters performing unnaturally. While the animation uses procedural algorithms, 

the behaviour controller of the characters uses a standard behaviour tree to determine 

ÁÃÔÉÖÉÔÉÅÓȢ 'ÒÁÎÄ 4ÈÅÆÔ !ÕÔÏȭÓ ÃÈÁÒÁÃÔÅÒÓ ÍÁÙ ÉÎÄÉÖÉÄÕÁÌÌÙ ÎÏÔ ÂÅ ÖÅÒÙ ÂÅÌÉÅÖÁÂÌÅ ÂÕÔ 

the developer has taken great care in designing interactions between them that make 

the city sÅÅÍ ȰÁÌÉÖÅȱȢ 4ÈÅÓÅ ÉÎÔÅÒÁÃÔÉÏÎÓ ÉÎÃÌÕÄÅȡ ÄÒÉÖÉÎÇ ÂÁÄÌÙȟ ÃÁÕÓÉÎÇ Á ÃÏllision with 

ÁÎÏÔÈÅÒ ÃÈÁÒÁÃÔÅÒȭÓ car and subsequently getting into a fight. If someone is injured the 

ambulance will be alerted. Some characters may commit crimes, causing the police to 

chase after them. Although all these agent interactions are based around a simple state 

machine and randomized events ɀ the dynamics that emerge form a coherent image of 

a modern, egotistic and gritty city ɀ making the city, together with its population, one 

of the most believable characters in a game to date.  

2.4.8 SPORE 

Spore (Wright 2008)  allows the player to build his own alien species out of large 

collection of predefined body parts (which all give the alien specific ȰÁÂÉÌÉÔÉÅÓȱ) and a 

mouldable Play-Doh like body structure. Depending on what type body-parts (sensors 

and actuators) the player chooses, the creature will dynamically animate, while taking 

the moulded body shape into account. Usually this ends up with an endearing wobbly 

gait and while literally hundreds of variations are possible, the results are not as 

creative as those displayed by the likes of evolved morphologies by Karl Sims (Sims 

1994). The algorithm that is used to animate the behaviour of the creatures does not 

ÅÖÏÌÖÅ ÏÖÅÒ ÔÉÍÅȟ ÎÏÒ ÉÓ ÉÔ ÔÒÁÉÎÅÄ ÓÐÅÃÉÆÉÃÁÌÌÙ ÔÏ ÅÁÃÈ ȰÓÐÅÃÉÅÓȱ ÔÈÅ ÐÌÁÙÅÒ ÃÒÅÁÔÅÓȢ 4ÈÉÓ 

makes the result less believable than for example the muscle actuated biomechanical 

model used by (Tu and Terzopoulos 1994). The result is saved by abstraction though, 

in that the body parts and body shapes the player can create have a very comic-like 

appeal to them, making the springy, wobbly animation consistent within the context of 

the virtual environment. 

2.4.9 HALF-LIFE 2 

Half-Life 2 (Valve 2004) uses mostly motion-capture data, inverse kinematics and  

animation blending techniques to animate its characters (Eldawy 2006) . Yet for facial 

expressions an interesting approach directly based on FACS (Ekman and Rosenberg 

1998) was employed. PreÓÅÎÔÅÄ ÁÓ Á ÔÏÏÌ ÔÏ ÄÅÖÅÌÏÐÅÒÓ ÆÏÒ ÔÈÅ Ȱ3ÏÕÒÃÅȱ ÅÎÇÉÎÅȟ ×ÈÉÃÈ 
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form the technical foundation of the game, ÔÈÅ Ȱ&ÁÃÅ 0ÏÓÅÒȱ ÁÌÌÏ×Ó ÁÒÔÉÓÔÓ ÔÏ ÌÉÐ-sync 

characters to recorded speech and apply matching emotional phonemes, also described 

as action units by Ekman, to the animation. Emotional expressions can also be applied 

to other in-game animations, such as being shot, or firing a gun.  

This tool allowed the designers of the game to reach a hitherto unprecedented quality 

of emotional expression in its non-player characters. The AI system that controls the 

ÃÈÁÒÁÃÔÅÒȭÓ ÂÅÈÁÖÉÏÕÒ ÈÏ×ÅÖÅÒȟ ÄÏÅÓ ÎÏÔ ÆÅÁÔÕÒÅ ÁÎÙ ÅÍÏÔÉÏÎÁÌ ÍÏÄÅÌÌÉÎÇ- meaning 

that every expression of emotion is pre-scripted and non-autonomous. 

2.4.10 TOTAL WAR SERIES 

According to Richard Bull (Hardwidge 2009), an AI developer for Creative Assembly, 

the AI in Empire: Total War (Creative Assembly 2009) uses a planner that draws from a 

repository of tactics and objectives to form strategies for the battling armies it controls. 

On the single-agent (combatant) level it uses an agent perception model similar to the 

system employed by Massive (Regelous 2009). Each individual agent uses several 

factors to decide which of several pre-defined actions to perform. Among others, these 

factors include the proximity of nearby friends and enemies and their current health.  

This system results in some believable actions performed by the fighting characters ɀ 

with combatants seemingly aware of their surroundings and attacking/fleeing when 

appropriate. The game uses pre-ÄÅÆÉÎÅÄ ÁÎÉÍÁÔÉÏÎ ÓÅÑÕÅÎÃÅÓ ÔÏ ÄÉÓÐÌÁÙ ÔÈÅ ÃÈÁÒÁÃÔÅÒÓȭ 

actions. Yet the result of using an agent perception model ensures that not all agents 

trigger their animations at the same time. Another system is used to introduce delays 

into idle animation cycles, such as that a standing army is not swaying in sync or 

reloading in sync. 

While this ensures a seemingly realistic chaotic battlefield experience, on closer 

inspection the pre-canned animations are apparent. In addition to that the character 

models of each unit type are not highly characterized. This does not affect the 

experience when viewed from a birds-eye perspective like the one usually seen by the 

player, but it does hurt the suspension of disbelief when scrutinized from up-close. 

2.4.11 THE COMPANION TRILOGY 

&ÕÍÉÔÏ 5ÅÄÁȭÓ ÃÏÍÐÁÎÉÏÎ ÔÒÉÌÏÇÙ ÓÔÁÒÔÅÄ ×ÉÔÈ the adventure game ICO (Ueda 2001). Its 

game-play is based on exploring an obstacle-laden environment while protecting a 
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second, AI controlled character. Central to the experience was the intricacy of the 

handcrafted animation that permeated every action performed by the player-

controlled protagonist Ico and his non-player character companion Yorda. 

Ueda started his career as an animator and not a programmer and he was thus very 

familiar with the guidelines for believability from the character arts (Thomas and 

Johnston 1981; Jones 1989; Loyall 1997; Egri 2004). ICO was inspired by a number of 

successful games that prioritised expressive animation over responsive controls, such 

ÁÓ Ȱ0ÒÉÎÃÅ ÏÆ 0ÅÒÓÉÁȱȟ Ȱ!ÎÏÔÈÅÒ 7ÏÒÌÄȱ ÁÎÄ Ȱ&ÌÁÓÈÂÁÃËȱ (Mechner 1989; Delphine 1991; 

Delphine 1992). The game was released in 2001 in North America. Critically well 

received (ICO has an average ÃÒÉÔÉÃȭÓ score of 90 as of 01.12.2010 according to 

Metacritic), it was initially not highly commercially successful. However, the game 

garnered more attention over the years since its release and was re-released to strong 

sales in 2006. Sony recently released a remake of the game in the form of a 

ÃÏÍÐÉÌÁÔÉÏÎȟ ÔÏÇÅÔÈÅÒ ×ÉÔÈ ÉÔÓ ÓÅÑÕÅÌ Ȱ3ÈÁÄÏ× ÏÆ ÔÈÅ #ÏÌÏÓÓÕÓȱ (Ueda 2005), for their  

PlayStation 3 video game console. 

The animation includes nuances such as visible anticipation before swinging a wooden 

sword or jumping across a ledge. Momentum is carried through each animation as Ico 

jumps and bounds across platforms and swings of ropes. Yet the single most effective 

ÁÎÉÍÁÔÉÏÎ ÍÅÃÈÁÎÉÃ ÉÓ ÄÉÓÐÌÁÙÅÄ ×ÈÅÎ )ÃÏ ÈÏÌÄÓ 9ÏÒÄÁȭÓ ÈÁÎÄȢ (ÅÒ ÇÁÉÔ ÄÉÓÐÌÁÙÓ ÈÅÒ 

detachedness from the situation, making her seem almost ethereal. Ico has to literally 

tug her along when she is scared and she will refuse to jump with him over gaps - 

instead requiring an extra run-up, re-assuring words and a catch by Ico. These 

interactions are displayed with such vivid attention to detail that they allow Ueda to 

ÉÎÓÐÉÒÅ ÁÎ ÅÎÔÉÒÅ ÓÔÏÒÙ ÉÎ ÔÈÅ ÖÉÅ×ÅÒȭÓ ÍÉÎÄȟ ÅÖÅÎ ×ÉÔÈÏÕÔ ÔÈÅ ÃÈÁÒÁÃÔÅÒÓ ÂÅÉÎÇ ÁÂÌÅ ÔÏ 

ÃÏÍÍÕÎÉÃÁÔÅ ÖÅÒÂÁÌÌÙ ɉÉÎ ÔÈÅ ÓÔÏÒÙȟ ÔÈÅÙ ÄÏÎȭÔ ÓÐÅÁË ÔÈÅ ÓÁÍÅ ÌÁÎÇÕÁÇÅɊȢ The second 

game in the Companion trilogy, Shadow of the Colossus (Ueda 2005) featured the same 

attention to detail in the animation as before (and the same sluggish controls). 

Reviewers often referred to the power of the animation in ICO and Shadow of the 

Colossus (Herold 2001). 4ÈÅ ÁÎÉÍÁÔÉÏÎÓ ÉÎ 5ÅÄÁȭÓ ÇÁÍÅÓ ×ÅÒÅ ÁÌÌ ÈÁÎÄ-crafted, no 

motion capture performances were used for the main characters (GIA and Ueda 2001). 

In Shadow of the Colossus these animations were coupled to an advance dynamic 

collision detection system that would handle the myriad of positions that character 

ÃÏÕÌÄ ÇÅÔ ÉÎÔÏ ×ÈÉÌÅ ÃÌÉÎÇÉÎÇ ÔÏ Á #ÏÌÏÓÓÉȭÓ ÂÏÄÙȢ  
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The tight focus on only a few interaction mechanics and a low level of autonomy for 

non-player characters allowed the artist to pay close attention to every detail in the 

animation and to evoke a strong sense of personality and believability. Therefore I 

would count this series as a benchmark for what creators of believable and 

autonomous interactive characters should aim to achieve. 

2.4.12 ASSASSINSȭ CREED 

Using an advanced set of motion blending techniques similar to the collision engine 

used in 3ÈÁÄÏ× ÏÆ ÔÈÅ #ÏÌÏÓÓÕÓȟ !ÓÓÁÓÓÉÎÓȭ #ÒÅÅÄ protagonist Altair was able to bound 

over rooftops and climb up even the most complex surfaces realistically. Unlike 

animation engines that came before, this engine ensured accurate collision detection ɀ 

that hands and feet really met the surfaces the character was climbing up on (Autodesk 

2008) . 

The system is highly responsive and dynamic, yet it does not convey a sense of 

emotion. Altair seems strong and super-humanly agile, but his movements do not 

convey a sense of personality or plot as the animation in ICO or Shadow of the Colossus 

did (Herold 2001). 

The game also featured a large amount of non-player characters (NPC) that inhabited 

the simulated medieval cities. Different groups of inhabitants, such as beggars, 

salesmen, guards, noblemen and preachers create a bustling atmosphere. They also 

react to the actions of the protagonist. For example sprinting through a crowd and 

climbing up onto a roof might cause the surprised and angry exclamations of nearby 

bystanders, a fight will cause panic in the crowd. The system was impressive in terms 

of scale; the city streets are filled, with often more than 20 NPC present on screen at a 

time. The illusion of life was broken however, by repeated assets. While the comments 

of onlookers seem spontaneous and impressive at first, they are repeated very often 

and only use a handful voice recordings. The character models and animations are also 

re-used. In a crowd one is likely to spot an unnerving amount of identical twins. 

Assassins Creed was ambitious for its time, but clearly showed the limitations of an 

asset-based approach to believability. No matter how many character models and voice 

samples are prepared, in the 10+ hours of playtime that are commonly spent in these 

environments, they are sure to repeat, thus breaking the illusion. 
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2.4.13 INTERACTIVE ANIMATION 

Non-interactive believable characters have been largely realized by the likes of Disney, 

Pixar and DreamWorks animation films ÓÕÃÈ ÁÓ Ȱ&ÉÎÄÉÎÇ .ÅÍÏȱȟ Ȱ7ÁÌÌ-%ȱ (Pixar 2003; 

2006) ÁÎÄ Ȱ(Ï× ÔÏ 4ÒÁÉÎ ÙÏÕÒ $ÒÁÇÏÎȱ (Dreamworks 2010). While many of the 

techniques used to animate these films are applicable to characters in interactive 

scenarios, such as video games, the technique used most commonly in interactive 

simulations is creating pre-set non-interactive animations that are triggered by an 

interactive program.  

The difference between a pre-set and a procedural approach to animation is analogous 

to the difference between top-down and bottom-up agent development. Just like the 

pre-set approach to animation composes behaviour from a given set of unchangeable, 

hand-made animation sequences, top-down agent development usually sees the agent 

pick from a list of pre-defined atomic behaviours. In the past this approach had the 

shortcoming of being unable to adapt to sudden changes. Once a particular 

animation/behaviour had been started, it could not be interrupted. The procedural 

approach to animation on the other hand uses a set of cooperating simulations to 

create the final animation. This final animation is not changed directly, but can be 

ÉÎÆÌÕÅÎÃÅÄ ÂÙ ÁÄÊÕÓÔÉÎÇ Á ÓÅÔ ÏÆ ÐÁÒÁÍÅÔÅÒÓȢ &ÏÒ ÅØÁÍÐÌÅȟ ÎÁÔÕÒÁÌ ÍÏÔÉÏÎȭÓ Ȱ%uphoriaȱ 

engine (Naturalmotion 2005)  uses physics, sensory system and muscle control 

simulations to animate its characters. While the benefit of procedural/bottom-up 

techniques is their reactiveness and adaptability, not being able to modify the final 

output directly and instead having to find suitable parameter settings for the 

simulations can be difficult. 

However, modern approaches to character animation in games often see a mixture of 

both pre-set and procedural animation approaches. Popular among these techniques is 

animation blending, which uses pre-set animation sequences, but is able to seamlessly 

blend and transition between several of these to produce a wider set of animations. 

The first commercial video game to use this approach was Assassins Creed (Ubisoft 

ςππχɊȟ ×ÈÉÃÈ ÕÓÅÄ !ÕÔÏÄÅÓËȭÓ -ÏÔÉÏÎ"ÕÉÌÄÅÒ ÁÎÄ (ÕÍÁÎ)+ ÍÉÄÄÌÅ×ÁÒÅ (Autodesk 

2008). 
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Procedural Animation and Bottom -up Agent Development 

Ȱ0ÒÏÃÅÄÕÒÁÌ ÁÎÉÍÁÔÉÏÎȱ ÁÓ ÏÐÐÏÓÅÄ ÔÏ ÓÃÒÉÐÔÅÄ ÏÒ ȰÃÁÎÎÅÄȱ ÁÎÉÍÁÔÉÏÎ ÉÓ ÁÎÉÍÁÔÉÏÎ ÔÈÁÔ 

ÉÓ ÂÁÓÅÄ ÏÎ ÁÌÇÏÒÉÔÈÍÓ ÒÁÔÈÅÒ ÔÈÁÎ ÂÅÉÎÇ ÐÕÒÅÌÙ ÒÅÌÉÁÎÔ ÏÎ ÁÎ ÁÒÔÉÓÔȭÓ ÅØÐÒÅssion. This 

section gives an overview and presents a timeline of the developments in this field. 

As discussed in 2.4.2 and 2.4.3 there have been several advances in the field of 

procedural animation such as the technology demonstrated by Natural Motion 

(Naturalmotion 2005)  and  Ken Perlin (Perlin 2009).  

Procedural animation has been demonstrated in several high-budget cinema 

ÐÒÏÄÕÃÔÉÏÎÓȢ &ÏÒ ÅØÁÍÐÌÅȟ ÔÈÅ ÓÏÆÔ×ÁÒÅ ÔÈÁÔ ÌÁÔÅÒ ÂÅÃÁÍÅ ËÎÏ×Î ÁÓ Ȱ-ÁÓÓÉÖÅȱ 

(Regelous 2009) ×ÁÓ ÃÒÅÁÔÅÄ ÔÏ ÒÅÁÌÉÚÅ ÔÈÅ ÆÉÇÈÔÉÎÇ ÁÒÍÉÅÓ ÉÎ ÔÈÅ Ȱ,ÏÒÄ ÏÆ ÔÈÅ 2ÉÎÇÓȱ 

films and solved the problem of having to hand-animate thousands upon thousands of 

soldiers by using a procedural, AI-based approach.  

-ÁÓÓÉÖÅȭÓ ÁÐÐÒÏÁÃÈ ÉÓ ÔÏ ÇÉÖÅ ÅÁÃÈ ÖÉÒÔÕÁÌ ÁÇÅÎÔȾÁÃÔÏÒ Á ÆÉØÅÄ ÓÅÔ ÏÆ ÂÁÓÉÃ ÂÅÈÁÖÉÏÕÒÓ 

and animations. Which behaviour should be performed, given a current situation, is 

decided by an AI system that gives each agent its own senses, such as proximity of 

ÆÒÉÅÎÄÓ ÁÎÄ ÆÏÅÓȟ ÏÒ ÉÔÓ Ï×Î ȰÈÅÁÌÔÈȱȢ  

The system is very much inspired by the flocking algorithms used by (Reynolds 1987) 

and the reactive real-time AI systems found in many current video games. However, in 

this case the animations themselves, the motion and the performance of each agent is 

not algorithmically animated, but is instead a pre-recorded animation created using 

motion-capture of actors. 

Briefly introduced in section 2.4.2, Natural Motion advanced algorithmic character 

animation using a system they call ȰÄÙÎÁÍÉÃ ÍÏÔÉÏÎ ÓÙÎÔÈÅÓÉÓȱ (Naturalmotion 2005). 

This takes the aspect that animators usually cover ɀ the expression of a given 

behaviour ɀ and tries to find a set of algorithms that do the same as the animator. In 

addition, the system allows for simple behaviour goals and desired stances to be set, 

ÓÕÃÈ ÁÓ ȰÐÒÏÔÅÃÔ ÙÏÕÒ ÈÅÁÄȱ ÏÒ ȰÓÔÁÎÄ ÕÐÒÉÇÈÔȱȢ 4ÈÅ virtual character will then react 

appropriately to interactions i.e. when it falls or is pushed. Unlike hand-made or pre-

recorded motion capture animations, these are fully dynamic and can be influenced by 

physical effects and interrupted at any time. NatuÒÁÌ -ÏÔÉÏÎȭÓ approach primarily aims 

to create realistic behaviours. However, realism should not to be confused with 

expressiveness and believability (see the previously mentioned criteria for believable 

characters at the beginning of this chapter).  
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Natural motion has taken some of the work that animators previously did, but instead 

of having pre-fixed animations they have dynamic, so-called procedural animation. The 

AI system used by Massive, although well suited to movies, is not yet fast enough for 

real-time simulations on current generation gaming hardware. 

Ken PerlinȭÓ ȰÁÃÔÏÒ ÍÁÃÈÉÎÅȱ (Perlin 2009), which was introduced in section 2.4.3, 

presents an approach more sensitive to believability criteria, in that it supports 

mechanisms for over-exaggerating movements and animating non-human characters. 

However, ÕÎÌÉËÅ -ÁÓÓÉÖÅȭÓ ÁÎÄ .ÁÔÕÒÁÌ -ÏÔÉÏÎȭÓ ÓÙÓÔÅÍÓȟ ȰÁÃÔÏÒ ÍÁÃÈÉÎÅȱ ÉÓ currently 

focused purely on authoring character animations and does not include tools to control 

the behaviour selection of characters. 

Video games such as Grand Theft Auto IV (GTA IV) (Rockstar Games 2008) provide a 

good example of real-time procedural interactive character animation. GTA IV uses 

.ÁÔÕÒÁÌ -ÏÔÉÏÎȭÓ %ÕÐÈÏÒÉÁ ÁÎÉÍÁÔÉÏÎ ÅÎÇÉÎÅ (Naturalmotion 2005)  and has a fully 

interactive real-time AI for each of the characters that use the animation system. The 

result is that often surprising and emergent situations can arise. For example, the 

player might accidentally push another character, who stumbles (euphoria calculating 

the motion) onto the street, causing an approaching car to evade (AI system) and crash, 

which in turn alerts the nearby police.  

From these examples we see that the greatest benefits in terms of believability of 

procedural animation over classical animation approaches are that it fulfils points 2 

and 3 of LÏÙÁÌÌȭÓ Ȱ)ÌÌÕÓÉÏÎ ÏÆ ,ÉÆÅȱ ÃÒÉÔÅÒÉÁȡ 0ÁÒÁÌÌÅÌ !ÃÔÉÏÎ ÁÎÄ 2ÅÁÃÔÉÖÅȾ2ÅÓÐÏÎÓÉÖÅÎÅÓÓȢ 

GTA IV also shows how it can lead to emergent scenarios.  

Both of these points would require an infeasible amount of artistic work by animators, 

if procedural animation were not employed. While non-interactive domains such as 

ÆÉÌÍ ÍÉÇÈÔ ÓÔÉÌÌ ÍÁËÅ Á ȰÈÁÎÄ-ÃÒÁÆÔÅÄȱ ÁÐÐÒÏÁÃÈ ÐÏÓÓÉÂÌÅȟ ÍÏÄÅÒÎ ÉÎÔÅÒÁÃÔÉÖÅ ÄÏÍÁÉÎÓ 

such as videogames require the flexibility and emergence possible only with 

procedural approaches. 

2.4.14 EMOTIONS IN GAME CHARACTERS ɀ FUTURE PERSPECTIVE 

)Î ÈÉÓ ÔÁÌË Ȱ%ÍÏÔÉÏÎ ÉÎ 'ÁÍÅ #ÈÁÒÁÃÔÅÒÓȱ ÁÔ ÔÈÅ 0ÁÒÉÓ 'ÁÍÅ !) #ÏÎÆÅÒÅÎÃÅ ςππωȟ 0ÈÉÌ 

Carlisle from the University of Bolton described how different models of emotions and 

character such as OCC (Ortony, Collins and Clore 1988), the five personality factor 

model OCEAN (which stands for Openness, Conscientiousness, Extraversion, 
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Agreeableness and Neuroticism) (Costa, McCrae et al. 1991) and others can be 

implemented into games using behaviour trees. One of the projects cited was the Oz 

project (Loyall 1997; Mateas 1997).  

A good example of what future emotional characters in games might look like is the 

Ȱ-ÉÌÏȱ ÐÒÏÔÏÔÙÐÅ ÔÈÁÔ ×ÁÓ ÐÒÅÓÅÎÔÅÄ ÂÙ 0ÅÔÅÒ -ÏÌÙÎÅÕØ and Lionhead Studios at 

TEDGlobal in August 2010. This prototype simulates a virtual young boy and allows a 

player to interact with the character via voice commands and a sophisticated 3D 

camera to track the userȭs movements. At certain key decision points Milo asks the user 

to make a (often moral) choice. Molyneux explains how these experiences will shape 

the personality of Milo and affect his autonomous decisions during later events. The 

internals of the AI are not discussed, but from the decision points demonstrated in the 

prototype, such as killing a snail, it seems that the simulation is constructing a 

psychological profile similar to the ones mentioned by Carlisle. The prototype also 

shows that Milo can hold conversations with the user about previous key experiences 

in the game, opening up the possibility for revising the moral opinion Milo has about 

ÔÈÅÍȢ 4ÈÅ ÃÏÎÖÅÒÓÁÔÉÏÎ ÆÅÁÔÕÒÅ ÁÌÓÏ ÔÉÅÓ ÉÎÔÏ ÔÈÅ ÁÓÐÅÃÔ ÏÆ -ÉÌÏȭÓ !) ÔÈÁÔ -ÏÌÙÎÅÕØ 

mentionsȟ ÔÈÁÔ -ÉÌÏȭÓ ȰÍÉÎÄ ÉÓ ÂÁÓÅÄ ÉÎ ÔÈÅ ÃÌÏÕÄȱȢ 4ÈÉÓ ÍÅÁÎÓ ÔÈÁÔ ÁÓ -ÉÌÏ ÌÅÁÒÎÓ ÎÅ× 

words and meanings from users, these are stored in a shared online database. This 

×ÁÙȟ -ÏÌÙÎÅÕØ ÐÒÏÐÏÓÅÓȟ -ÉÌÏȭÓ !) ×ÉÌÌ ÌÅÁÒÎ ÆÒÏÍ ÉÔÓ global community of users over 

time. 

As Carlisle stated, the most common approaches to emotion within AI systems in 

games are rather rigid behaviour trees implementations. While these can be quite 

powerful when they use a psychological model such as OCC or OCEAN, more dynamic 

or adaptive systems, such as planners or neural models are currently not used for the 

implementation of character emotion. 

2.5 ROBOTICS 

The previous section reviewed the current state of the art for screen-based 

believability in entertainment. Believability is not just an issue on the screen but also 

with mechanical robots and toys. Although this is a huge topic in itself, much of the 

knowledge is transferable between screen-based characters and robots.  

First of all robots are embedded in real life ɀ meaning they suffer from mechanical 

issues such as material flaws. They also suffer from noisy sensors and imprecise 

actuators, which is not such a big problem in simulated environments. Secondly, reality 
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has perfect fidelity; there can be nothing more realistic than real-life after all. It has real 

physics and dynamics ɀ It is like the perfect simulation in that sense. Thirdly 

developers cannot cheat. Most AI used in virtual environments uses shortcuts and 

cheats for processor intensive tasks such as vision and navigation. Usually they do not 

use senses and 3Dimensional Perception systems such as the eyes of the character. 

Navigation is instead often handled using waypoints that are pre-calculated or set by a 

designer.  

Cheating is allowed and desired in these kinds of simulations in order to save on 

ÖÁÌÕÁÂÌÅ ÐÒÏÃÅÓÓÉÎÇ ÒÅÓÏÕÒÃÅÓȢ 4ÈÉÓ ÉÓ ÏÆÔÅÎ ÃÁÌÌÅÄ ÔÈÅ ȰÓÍÏËÅ ÁÎÄ ÍÉÒÒÏÒÓȱ ÁÐÐÒÏÁÃÈ 

to AI (Hardwidge 2009). The trade-off in losing ȰÒÅÁÌÉÓÍȱ ÉÓ ÕÓÕÁÌÌÙ ÊÕÓÔÉÆÉÅÄ ÂÙ ÔÈÅ 

ÃÌÁÉÍ ÔÈÁÔ ÏÎÅ ÃÁÎ ÁÃÈÉÅÖÅ ÁÌÍÏÓÔ ÔÈÅ ȰÓÁÍÅȱ ÂÅÈÁÖÉÏÕÒ ÕÓÉÎÇ ÁÎ ÅÆÆÉÃÉÅÎÔ ÃÈÅÁÔȟ ×ÈÅn 

compared to a more realistic simulation. 

2.5.1 HONDA ASIMO 

The Honda Asimo (Advanced Step in Innovative Mobility) robot ics project is famous 

for having been at the forefront of locomotion and balance control in robotics (Hirose 

and Takenaka 2001) Ȣ 4ÈÅ ÓÙÓÔÅÍ ÃÏÎÔÒÏÌÌÉÎÇ !ÓÉÍÏȭÓ ÂÅÈÁÖÉÏÕÒ ÉÓ Á ÂÅÈÁÖÉÏÕÒ ÂÁÓÅÄ 

state machine (Sakagami, Watanabe et al. 2002). In December 2002 Honda presented a 

new version of Asimo that was more than a study of biped locomotion. By then Asimo 

was able to move around sufficiently and so the developers began incorporating 

Ȱ)ÎÔÅÌÌÉÇÅÎÃÅ ÔÅÃÈÎÏÌÏÇÙȱȢ 4ÈÅ ÍÁÉÎ ÆÅÁÔÕÒÅÓ ÔÈÅÙ ÉÍÐÌÅÍÅÎÔÅÄ ÉÎÔÏ ÔÈÅ ςππς !ÓÉÍÏ 

were: 

1. Recognition of moving objects 

2. Posture/Gesture recognition 

3. Environment Recognition 

4. Sound Recognition 

5. Face Recognition 

6. Network integration (user network and internet access) 

While the human-like gait of the robot can seem uncanny, the design of the robot itself 

was optimised to avoid the uncanny valley. The designers at Honda took cues from 

sports car design, rather than trying to imitate a human being (Koike and Koshiishi, 

2001). Asimo is relatively small (130cm tall) and does not have facial features or other 

human-like means of expressing its emotion. 



81 

 

4ÈÅ ÁÌÇÏÒÉÔÈÍÓ ÕÓÅÄ ÆÏÒ ÌÏÃÏÍÏÔÉÏÎ ÉÎÓÐÉÒÅÄ ÖÉÒÔÕÁÌ ÇÁÉÔ ÓÙÓÔÅÍÓ ÓÕÃÈ ÁÓ ȰÎÁÔÕÒÁÌ 

ÍÏÔÉÏÎȱ (Naturalmotion 2005) , although the latter worked with a simplified virtual 

physics model. Asimo is a good example of how advances in Robotics can be applied to 

the virtual domain and entertainment in a simplified form. 

2.5.2 SONY AIBO 

Released in 1999, the now discontinued AIBO series (Sony Global 2005) of personal 

entertainment (toy) robots was one of the first commercial artificial-life inspired 

robots to be released (Sony Global 1999).  Modelled after a puppy dog, AIBO has a 

recharging station that it is able to autonomously seek out. It features camera eyes and 

touch sensors that enabled it to perceive its environment and detect objects. Later 

AIBO models contained a Wi-Fi module that enabled wireless communication between 

groups of AIBOs (Daman 2008) ÁÎÄ Á ÕÓÅÒȭÓ ÃÏÍÐÕÔÅÒȢ 

AIBO was very popular as a standard platform for AI competitions such as the Sony-

ÏÒÇÁÎÉÚÅÄ Ȱ3ÏÎÙ ÆÏÕÒ ÌÅÇÇÅÄ-ÌÅÁÇÕÅȱ ÆÏÕÎÄÅÄ ÉÎ ρωω8 and held at the yearly 

ÉÎÔÅÒÎÁÔÉÏÎÁÌ 2ÏÂÏ#ÕÐ ÃÏÍÐÅÔÉÔÉÏÎȢ )Î ςππχȟ 3ÏÎÙȭÓ ÌÅÁÇÕÅ ×ÁÓ ÒÅÎÁÍÅÄ ÔÈÅ ȰÓÔÁÎÄÁÒÄ 

ÐÌÁÔÆÏÒÍ ÌÅÁÇÕÅȱȟ ÓÉÎÃÅ ÔÈÅ !)"/ ×ÁÓ ÄÉÓÃÏÎÔÉÎÕÅÄ ÉÎ ςππυ ÁÎÄ ÎÅ× ÒÏÂÏÔ ÍÏÄÅÌÓ ɉÔÈÅ 

bipedal Aldebaran Nao) have since replaced it as the standard platform. 

AIBO used a novel tree-structure architecture that at its core resembled a layered 

multi -agent system with 3 agents cooperating and competing to create complex 

behaviour (Fujita 2001). The three agents are a target behaviour generator an action 

sequence generator and a motor command generator. The top layer target behaviour 

generator forms the deliberative part of the system. It uses external events and keeps 

track of internal states, which it uses to generate behaviours. It then gives commands 

ÓÕÃÈ ÁÓ ȰÆÏÌÌÏ× ÔÈÅ ÂÁÌÌȱ ÏÒ ȰÆÉÎÄ ÃÈÁÒÇÉÎÇ ÓÔÁÔÉÏÎȱ ÔÏ ÔÈÅ action sequence generator. 

This second layer then creates a list of actions to be performed by the motor command 

generatorȢ !Ó &ÕÊÉÔÁ ÄÅÓÃÒÉÂÅÓȟ ÔÈÅ ÁÃÔÉÏÎ ÓÅÑÕÅÎÃÅ ÇÅÎÅÒÁÔÏÒ ȰÒÅÓÏÌÖÅÓ ÍÅÃÈÁÎÉÃÁÌ 

constrains or posture transitions, so that the upper layer does not need to consider the 

ÍÅÃÈÁÎÉÃÁÌ ÃÏÎÆÉÇÕÒÁÔÉÏÎÓȱ (Fujita 2001 p.785).  

In addition, every component of the robot has a separate controller that keeps track of 

individual motivations. For example tracking visual or aural stimuli while keeping the 

ÈÅÁÄ ÈÏÒÉÚÏÎÔÁÌ ÁÒÅ ÈÁÎÄÌÅÄ ÂÙ ÔÈÅ ȰÈÅÁÄȱ ÃÏÎÔÒÏÌÌÅÒȢ 4ÈÅ ÓÁÍÅ ÓÙÓÔÅÍ ÉÓ ÕÓÅÄ ÆÏÒ ÔÈÅ 

tail and legs. 
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4ÈÅ ÆÉÎÁÌ ÐÁÒÔ ÔÏ !)"/ȭÓ ÂÅÈÁÖÉÏÕÒ ÉÓ ÔÈÅ ÁÒÔÉÆÉÃÉÁÌ ÅÍÏÔÉÏÎÁÌ ÁÎÄ ÉÎÓÔÉÎÃÔÕÁÌ ÍÏÄÅÌȢ 4ÈÅ 

emotional model was designed to alter current behaviour according to the basic 

ÅÍÏÔÉÏÎÓ ȰÊÏÙȱ ÁÎÄ ȰÁÎÇÅÒȱȢ 4ÈÉÓ ÍÅÁÎÓ ÔÈÁÔ ÄÅÐÅÎÄÉÎÇ ÏÎ ÉÔÓ ÉÎÔÅÒÎÁÌ ÅÍÏÔÉÏÎÁÌ 

ȰÓÔÁÔÅȱȟ !)"/ ×ÉÌÌ ÐÅÒÆÏÒÍ ÄÉÆÆÅÒÅÎÔ ÁÃÔÉÏÎÓȟ ÅÖÅÎ ÉÆ ÔÈÅ ÓÅÎÓÏÒ ÉÎÐÕÔÓ ÓÔÁÙ ÔÈÅ ÓÁÍÅȢ &ÏÒ 

ÔÈÅ ÅØÔÒÅÍÅÓ ÏÆ ȰÊÏÙȱ ÁÎÄ ȰÁÎÇÅÒȱ ÁÄÄÉÔÉÏÎÁÌ ÂÅÈÁÖÉÏÕÒÓ ÁÒÅ ÔÒÉÇÇered such as laughing 

happily, or stomping the ground in anger. Fujita refers to factors such as hunger, 

tiredness and curiosity as instincts. These are modelled the same way as emotions; 

meaning that they affect any currently performed action and possess extremes at 

which they trigger a given associated behaviour (for example sleeping when too tired, 

or ignoring orders when too curious about something else). 

All these motivations are embedded in a hierarchical tree structure. Some controllers 

subsume others in a fixed hierarchy of priorities, while others, like the main 3 agents 

described above, cooperate to form overall behaviour. 

&ÕÊÉÔÁ ÃÏÍÐÁÒÅÓ ÔÈÉÓ ÁÒÃÈÉÔÅÃÔÕÒÅ ÔÏ "ÌÕÍÂÅÒÇȭÓ (ÁÍÓÔÅÒÄÁÍ (Blumberg 1997) 

ÁÒÃÈÉÔÅÃÔÕÒÅȟ ÙÅÔ ÎÏÔÅÓ ÔÈÁÔ ÔÈÅ ËÅÙ ÄÉÆÆÅÒÅÎÃÅ ÉÓ ÔÈÁÔ Á ÖÉÒÔÕÁÌ ÄÏÇ ÌÉËÅ "ÌÕÍÂÅÒÇȭÓ ÄÏÅÓ 

not have to cope with misrecognized external stimuli or mechanical control issues. In 

terms of the behaviour model he cites a difference in the use of tree structures in the 

architecture. While Blumberg uses this branching hierarchy to organize behaviours 

into ethologically inspired classes, the Sony AIBO model is a multi-agent system. 

The AIBO development team had an interesting approach to finding a measure of 

ÓÕÃÃÅÓÓ ÆÏÒ ÔÈÅÉÒ ÒÏÂÏÔ ÄÅÓÉÇÎÓȢ !Ó &ÕÊÉÔÁ ÓÔÁÔÅÓ ȰÔÈÅÒÅ ÉÓ ÎÏÔ Á ÇÏÏÄ ÅÖÁÌÕÁÔÉÏÎ ÍÅÔÈÏÄ 

for life-ÌÉËÅ ÁÐÐÅÁÒÁÎÃÅȱ (Fujita 2001 p.781). Running subjective evaluations of life-

likeness with numerous users under strict controlled observation situations is 

possible, but for development, this is not practical. Instead, the AIBO development 

ÔÅÁÍ ÃÈÏÓÅ ÎÏÔ ÔÏ ȰÃÏÎÃÅÎÔÒÁÔÅ ÏÎ ÔÈÅ ÄÅÔÁÉÌÓ ÏÆ ÍÏÔÉÏÎÓ ÂÕÔ ÒÁÔÈÅÒ ÏÎ ÔÈÅ ÍÅÃÈÁÎÉÓÍ 

of thÅÉÒ ÇÅÎÅÒÁÔÉÏÎȱ (Fujita 2001 p.781). Thereby the AIBO team was able to 

ȰÒÅÆÏÒÍÕÌÁÔÅ ÔÈÉÓ ÐÒÏÂÌÅÍ ɍÏÆ ÍÁØÉÍÉÚÉÎÇ ÌÉÆÅÌÉËÅ ÁÐÐÅÁÒÁÎÃÅɎ ÁÓ ÍÁØÉÍÉÚÉÎÇ ÔÈÅ 

ÃÏÍÐÌÅØÉÔÙ ÏÆ ÒÅÓÐÏÎÓÅÓ ÁÎÄ ÍÏÖÅÍÅÎÔÓȱ (Fujita 2001 p.781).  

The project presented in this thesis follows a similar rapid prototyping approach to 

&ÕÊÉÔÁȭÓ and its focus also lies on the mechanisms of behaviour generation, rather than 

the details of how individual actions are performed, as would be the case in an 

animation-focused approach.  
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2.5.3 SOCIAL ROBOTICS 

An area of robotics which has had much exposure in the media in recent years are 

robots that are used in medical treatment of dementia patients (Chang 2013) and as 

aids for communicating with autistic children (Lee 2012).  

The Paro robot is a robot built to emulate the haptics and behaviour of a baby seal. It 

ÍÏÖÅÓ ÁÎÄ ÒÅÁÃÔÓ ÔÏ ÔÏÕÃÈȟ ÍÁËÉÎÇ ÉÔ ÌÏÏË ÌÉËÅ ÉÔ ȰÅÎÊÏÙÓȱ ÂÅÉÎÇ ÓÔÒÏËÅÄȢ 4ÈÅ ÔÒÉÁÌÓ ÕÓÉÎÇ 

this robot showed that the participants would build a sense of affection, ownership and 

even responsibility for the robot in a similar way that they would to a living pet. 

Robot assistants have also proven surprisingly useful in engaging highly autistic 

children. Their simplified facial expressions proving easier to identify and more 

ÃÏÎÓÉÓÔÅÎÔ ÔÈÁÎ ÏÔÈÅÒ ÈÕÍÁÎÓȭȟ Ôhe children find it easier to engage with them without 

getting confused or distracted. Lee et al (2012) investigated the features of a robot 

model ifbot would make the children engage in a number of ways. Their research 

showed that the children found it easier to make eye contact, responded to more verbal 

cues and were able to identify the emotional facial expressions better, when engaging 

with a robot, rather than another human. 

Currently the research above is focused on medical and social care applications. As 

robots find their way into more application scenarios they will be interacting with an 

even more diverse set of people. Social robotics research will have to extend to 

incorporate broader notions of socially acceptable or desirable behaviour, to find out 

how robotic assistants of all kind will integrate with and assist our society and culture. 

2.6  LITERATURE REVIEW CONCLUSION 

This literature review started by reviewing the history of the craft of creating 

believable characters and encouraging suspension of disbelief in an audience. Section 

2.1 showed how guidelines had helped actors, authors, animators and eventually 

programmers to create the illusion of life. It discussed attempts to formalise these 

guidelines into a set of testable metrics that could be used to measure believability in 

virtual characters and how these could be incorporated into methods for evaluating the 

user experience in games.  

The metrics by Loyall (1997), Mateas (1997) and Gomes (2013) are used to evaluate 

the agents models presented in this thesis. The empirical evaluation method is based 

on Tychsen (2008) for his use of metrics in a user study and Tullis and Albert (2013) 
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for the general experimental design. The data analysis of user feedback uses qualitative 

content analysis as described in Bryman (2008). In addition, objective gameplay data is 

correlated to user responses as suggested by Thompson (2007) and Tychsen (2008).  

Sections 2.2 - 2.4 present an overview of existing believable agent models. Since the 

crafting of believable characters is not limited to a specific medium, the projects 

discussed range from early robotics to modern computer games and films. After an 

introduction to the early attempts of producing life-like behaviour in robotics, section 

ςȢς ÉÎÔÒÏÄÕÃÅÓ ÔÈÅ ×ÏÒË ÏÆ ÃÙÂÅÒÎÅÔÉÃÉÓÔ 6ÁÌÔÅÎÔÉÎÏ "ÒÁÉÔÅÎÂÅÒÇ ɉρωψτɊȟ ×ÈÏȭÓ 

Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ ÁÐÐÒÏÁÃÈ ÔÏ ÄÅÓÉÇÎÉÎÇ ÁÎÄ ÂÕÉÌÄÉÎÇ ÍÁÃÈÉÎÅÓ ×ÉÔÈ ÂÅÌÉÅÖÁÂÌÅ 

characteristic behaviour forms the inspiration for the virtual agent development 

approach presented in this thesis. Subsequent modern projects discussed in sections 

2.2 ɀ 2.4 are compared to his approach to highlight why a virtual agent development 

method based on its principles could provide novel insights and ultimately produce 

more believable behaviour in interactive virtual agents. 

Section 2.3 reviews the models and methods of the most significant academic research 

groups that contributed to the field of believable agents to date, while section 2.4 

highlights work from industry that had a significant impact. These two sections also 

provide the context within which this thesis should be seen. 

The final section 2.4 closes the loop by pointing back at the beginnings of believable 

autonomous agent research, which began in robotics. It reviews current projects in the 

field that focus on producing believable behaviour. In particular the Sony AIBO project 

(Fujita 2001) is highlighted, since it employed many of the methods that researchers 

working with virtual agents had since developed. It is also included to demonstrate 

how believable agent research now spans multiple disciplines that co-inform each 

other with methods and insights. 

This review contextualises believable agent research and this thesis as a multi-

disciplinary endeavour that requires its researchers to draw from usually disparate 

fields including theatre, classical animation, robotics, neuroscience, psychology, 

human-computer interaction and game design. 

The following chapter discusses how elements from all of these fields informed the 

experimental methodology and the virtual agent model presented in this thesis.  
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3 METHODOLOGY 

"ÒÁÉÔÅÎÂÅÒÇȭÓ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎÔÓ ɉ"ÒÁÉÔÅÎÂÅÒÇ ρωψτɊ ÓÕÇÇÅÓÔ ÔÈÁÔ Á ÓÍÁÌÌ ÓÅÔ ÏÆ 

underlying impulses operating in tandem can create behaviour that is believable by 

exhibiti ng consistent, yet complex and identifiable ("personal") characteristics. This 

project aims to investigate the effects that using a biologically inspired ALife 

architecture to control behaviour has on the believability of synthetic characters. 

This chapter describes the methods used to adapt BraitÅÎÂÅÒÇȭÓ Ȱ3ÙÎÔÈÅÔÉÃ 0ÓÙÃÈÏÌÏÇÙȱ 

approach to design ÁÎÄ ÉÍÐÌÅÍÅÎÔ ÇÁÍÉÎÇ ÁÇÅÎÔÓ ÂÁÓÅÄ ÏÎ ÈÉÓ Ȱ6ÅÈÉÃÌÅȱ ÄÅÓÉÇÎÓȢ )Ô 

then details methods for analysing these agents in a gaming context. The process is also 

illustrated in Figure 2 below: 

 

Figure 2 Research Methodology  

Figure 1 illustrates that this thesis is a diptych that draws from and combines methods 

from two research fields in order to address the research questions stated in Chapter 

1.5. Starting with the literature review, the ȰVirtual character AI ÄÅÓÉÇÎȱ field 

encompasses the academic research and industry  practices concerned with the design 

and development of autonomous agent architectures. The review of this field informed 

and inspired the agent architectures and experimental tools developed and tested in 
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ÔÈÉÓ ÔÈÅÓÉÓȢ Ȱ6ÉÒÔÕÁÌ ÃÈÁÒÁÃÔÅÒ ÅÖÁÌÕÁÔÉÏÎȱ ÃÁÔÅÇÏÒÉÚÅÓ academic research and creative 

industry practices concerned with establishing design guides and evaluation methods 

that aid in the creation believable characters. This literature review drew on a wide 

range of inter -disciplinary sources. This included HCI research, classical animation, 

performance arts and current research on establishing metrics for testing the 

believability in virtual characters. While the research questions guided the literature 

review, they were also informed and refined by its findings.  

Drawing from both fields, the method of this research adapts agent architectures from 

the Alife field and tests them using an empirical lab-based user study for evaluating the 

believability of virtual agents. At the intersection between both fields the intentions 

and design decisions made during the development of the agents are compared to the 

interpretations of agent behaviour made by the participants during the user study. 

The outcomes of this research contribut e to both virtual character AI design and 

evaluation practices. The adapted agent architecture and research tools developed for 

the study allow other researchers or game developers to construct and test Synthetic 

Psychology inspired virtual agents. Feedback from the participants during the user 

study was used to extend and update the believability evaluation methods employed, 

contributing to the virtual character evaluation field. Combining findings from both 

sides, human factors affecting the relationship between agent design intentions and 

user interpretations of agent behaviour were identified. 

The outcomes also aim to inform further work in both fields. The agent architectures 

tested in this thesis and the development tools used to design agent behaviour are not 

intended to be (game) genre specific. Though the majority of prototypes in this thesis 

are 2D Flash implementations, an additional 3D engine prototype demonstrates the 

ÁÒÃÈÉÔÅÃÔÕÒÅȭÓ viability in a more complex environment with realistic physics 

simulation. The findings from the user study and the exploration of human factors 

regarding the conflict between agent behaviour design intent and user perception aim 

to inform further work in game design best practice, by providing tractable design 

criteria for believable agents. The current results aim to aid developers in constructing 

more believable virtual agents. However, they are also a step toward a formal set of 

user perception metrics that could be used to facilitate automated agent development. 
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3.1 AGENT ARCHITECTURE DESIGN PROCESS 

This research provides insight into the requirements for creating believable agents in 

virtual environments and additionally provides a tangible evaluation of the theories of 

Valentino Braitenberg. This first part of the study aims to: 

1. #ÒÅÁÔÅ Á ÂÅÈÁÖÉÏÕÒ ÃÏÎÔÒÏÌ ÁÒÃÈÉÔÅÃÔÕÒÅ ÂÁÓÅÄ ÏÎ ËÅÙ ÃÏÎÃÅÐÔÓ ÉÎ "ÒÁÉÔÅÎÂÅÒÇȭÓ 

robotic vehicle thought experiments. 

2. Synthesize agents suitable to be embedded in a gaming context 

The gaming agents designed in step 2 provide the platform for a qualitative user 

experiment designed to ÅÌÉÃÉÔ ÔÈÅ ÈÕÍÁÎ ÆÁÃÔÏÒÓ ÁÆÆÅÃÔÉÎÇ ÔÈÅ ȰÂÅÌÉÅÖÁÂÉÌÉÔÙȱ virtual 

agents as perceived by the users. Part of this analysis uses a questionnaire based on the 

requirements for interactive believable characters as set out by Loyall, Mateas and 

Gomes (Loyal 1997; Mateas 1997; Gomes 2013).  This will inform the central idea that 

the design process itself can be enriched by adopting the Synthetic Psychology 

approach to NPC creation in games. 

3.1.1 REPRODUCIBILITY 

4ÈÅ ÍÏÄÅÌÓ ÓÐÅÃÉÆÉÅÄ ÉÎ ÁÄÁÐÔÉÏÎ ÏÆ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÁÒÃÈÉÔÅÃÔÕÒÅÓ are documented as a 

set of formulae that are platform agnostic and not reliant on any particular 

implementation. In addition research tools in the form of a set of simulation 

environments were developed and utilised for the user experiments. The libraries and 

software used for experimentation are included in the appendix of this thesis. 

3.1.2 DESIGN PROCESS WORKFLOW 

The research methodology is inspired by two main approaches. A prototype based 

robotics development approach as detailed in Fujita (Fujita 2001) and the sequential 

and iterative approach presented by Braitenberg (Braitenberg 1984). A mixture of 

preliminary structur ed system analysis and rapid prototyping is used during the 

development phase. The development phase follows the constructionist prototyping 

ÁÐÐÒÏÁÃÈ ÓÕÇÇÅÓÔÅÄ ÂÙ "ÒÁÉÔÅÎÂÅÒÇȭÓ ÔÈÏÕÇÈÔ ÅØÐÅÒÉÍÅÎt (Braitenberg 1984 p.1). 

After designing each model, a simulation is constructed. The simulation is run and log 

data is stored and visualised prior to analysis. Based on this analysis, the logic of the 

model was updated as necessary, changing the way components communicate or in 

some cases, returning to the literature to re-examine core concepts. 
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A large part of the work involved a cycle of Ȭtuning the parameters of the model, such as 

motor speeds, activation thresholds of devices and learning rates of connectionist 

components. Each prototype was based on the result from the previous model, while 

introducing new components to the architecture. 

3.2 USER-CENTRED EMPIRICAL STUDY 

This section discusses the design of an empirical laboratory study conducted at the 

University of Brighton to identify the key factors that affect the notion of believability 

of interactive agents in an adversarial gaming context. An observational approach was 

used to study a group of participants, ranging from participants who claimed to never 

play video games themselves, to participants who stated they were avid gamers and 

students in games development courses. Getting feedback from users that have little 

experience interacting with virtual characters is important for this study. Prior 

knowledge of AI development techniques or games may affect the level of behavioural 

emergence the user perceives and their willingness to suspend disbelief. Sections 

2.1.10 ȰObserver Psychology and Agent Behaviour Interpretationȱ and 2.1.11 

ȰPerceived Emergenceȱ in the literature review discuss the research that formed the 

basis for this hypothesis and the choice to include participants with little or no gaming 

experience in the study. 

The study was conducted in two parts; an interactive study in which the participant 

played against a set of agents of varying complexity and sophistication and an 

observation study, in which the participant is asked to identify and describe the key 

behaviours of agents in a series of prototypes. Details on the design of this study are 

discussed in section 5.1. 

3.2.1 ADDRESSING THE RESEARCH QUESTIONS 

The design of the study started with a set of questions that expand on the original 

research questions defined in Chapter 1.5 and complement the theoretical analysis of 

the virtual agent in Chapter 4 ȰAdaption of Braitenberg Vehicles for Gamesȱ. That 

chapter discusses the behaviour as it is envisaged by the designer of the agent. It is 

therefore an intended design. However, game AI is a user-centred discipline, which 

ÒÅÑÕÉÒÅÓ ÔÈÁÔ ÔÈÅ ÓÕÂÊÅÃÔÉÖÅ ÉÎÔÅÒÐÒÅÔÁÔÉÏÎ ÏÆ ÔÈÅ ÁÇÅÎÔÓȭ behaviour by its intended 

audience is included in the discussion of the AI architecture.  
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The study therefore aims to compleÍÅÎÔ ÔÈÅ ÄÉÓÃÕÓÓÉÏÎ ÏÆ ÔÈÅ ÄÅÓÉÇÎÅÒÓȭ ÉÎÔÅÎÄÅÄ 

design of an agent, with the perceptions of users interacting with the agent. A 

significant part of this thesis contributes to the ongoing discussion on the use of 

ȰÂÅÌÉÅÖÁÂÉÌÉÔÙ ÃÒÉÔÅÒÉÁȱ ÁÓ Á ÍÅÁÓÕÒÁÂÌÅ ÍÅÔÒÉÃ ÆÏÒ evaluating believability in virtual 

agents. This empirical study focuses on the criteria for believability from the literatu re 

(Mateas 1997; Loyall 1997) presented in the format suggested by research instrument 

proposed by (Gomes 2013). 

Broadly speaking this study investigates how users interpret agent behaviour and 

whether this is different from how a designer intended it to be. In addition it also tries 

to establish which factors affect this interpretation. 

This study was designed to address the research questions discussed in Chapter 1.5. 

For this purpose the method aims to answer the following specific questions that 

guided the experimental design: 

Q1 $ÅÓÉÇÎÅÒ ÖÓȢ 5ÓÅÒÓȭ ÂÅÈÁÖÉÏÕÒ ÉÎÔÅÒÐÒÅÔÁÔÉÏÎȡ  

(Ï× ÄÏ ÕÓÅÒÓ ÉÎÔÅÒÐÒÅÔ ÂÅÈÁÖÉÏÕÒ ÁÎÄ ÉÓ ÔÈÉÓ ÄÉÆÆÅÒÅÎÔ ÆÒÏÍ ÔÈÅ ÄÅÓÉÇÎÅÒÓȭ 

interpretation? 

 

Q2 Measuring Believability (using metrics):   

#ÁÎ ×Å ÕÓÅ ȰÃÒÉÔÅÒÉÁ ÆÏÒ ÂÅÌÉÅÖÁÂÉÌÉÔÙȱ ÓÏÕÒÃÅÄ ÆÒÏÍ ÔÈÅ ÌÉÔÅÒÁÔÕÒÅ ÁÓ Á ÍÅÔÒÉÃ 

ÆÏÒ ȰÂÅÌÉÅÖÁÂÉÌÉÔÙȱȩ 

 

Q3 Believability Criteria (according to the users):   

What do users think makes a virtual character more believable and fun to 

interact with? 

 

To address Q1, Designer ÖÓȢ 5ÓÅÒÓȭ behaviour interpretation:  

The designer intended that more complex and sophisticated behaviour of the agent is 

perceived as more believable by the users. 

From the users, we want to know: 

¶ How is the increased complexity and sophistication of an agent perceived by 

the users? 

¶ What effect do changes in agent behaviour have on their believability? 

To address Q2, Measuring Believability (using metrics):   
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!Ó ÉÎ ÔÈÅ ÆÉÅÌÄ ÏÆ ÁÎÉÍÁÔÉÏÎȟ ÉÔ ×ÏÕÌÄ ÂÅ ÕÓÅÆÕÌ ÆÏÒ ÄÅÓÉÇÎÅÒÓ ÔÏ ÈÁÖÅ ȰÃÒÉÔÅÒÉÁ ÆÏÒ 

ÂÅÌÉÅÖÁÂÉÌÉÔÙȱ to guide the development of their agents. Here the use of such metrics 

from the literature is explored. 

With the user, we test: 

¶ (Ï× ÅÆÆÅÃÔÉÖÅ ÁÒÅ ȰÃÒÉÔÅÒÉÁ ÆÏÒ ÂÅÌÉÅÖÁÂÉÌÉÔÙȱ ÍÅÔÒÉÃÓ ɉÉÎ ÔÈÅ ÆÏÒÍ ÏÆ Á 

questionnaire) at eliciting useful feedback on virtual agent design from the 

users? 

¶ Are the criteria interpreted unambiguously (i.e. in the same way) in the same 

way by different users? 

¶ Are the criteria applicable to the agents tested? 

To address Q3, Believability Criteria (according to the users):  

Aside from the believability criteria for virtual agents in interactive narratives (Mateas 

1997; Loyall 1997; Gomes 2013), what other criteria might there be? 

¶ 7ÈÁÔ ÁÓÐÅÃÔÓ ÏÆ ÁÎ ÁÇÅÎÔȭÓ presentation and behaviour contribute to the notion 

ÏÆ ȰÂÅÌÉÅÖÁÂÉÌÉÔÙȱ ÁÃÃÏÒÄÉÎÇ to the users? 

¶ 7ÈÁÔ ÁÓÐÅÃÔÓ ÏÆ Á ÇÁÍÅ ÃÁÎ ȰÂÒÅÁË ÓÕÓÐÅÎÓÉÏÎ ÏÆ ÄÉÓÂÅÌÉÅÆȱȩ 

3.2.2 EMPIRICAL METHODS 

The study consists of three parts: A formal games test, a questionnaire and an informal 

prototype observation study. The particulars of these are detailed in Chapter 3.2.4. 

Each part is designed to address one of the overarching research questions stated in 

Chapter 1.5. These are based on the gameplay evaluation techniques employed in user-

orientated development processes in the games industry. These in turn were adapted 

from the HCI and psychology field and include techniques such as behavioural 

observation, heuristic and questionnaire evaluation and interviews as well as 

gameplay data analysis. 

Qualitative Research 

This research project aims to gather feedback on the interpretations of an existing 

metric for believability as proposed by Gomes (2013) in order to investigate where 

potential issues may arise due to misinterpretation or inapplicability of the metrics. 

The goal is to analyse the feedback from participants who used these metrics to test a 

ÓÅÒÉÅÓ ÏÆ ÐÒÏÔÏÔÙÐÅÓ ÆÏÒ ÔÈÅÉÒ ÉÎÔÅÒÐÒÅÔÁÔÉÏÎ ÏÆ ÔÈÅ ÍÅÔÒÉÃÓȭ ÑÕÅÓÔÉÏÎÓ ÁÎÄ ÓÕÇÇÅÓÔ 
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refinements to the questions where appropriate. The qualitative research may be a 

precursor that allows more quantitative research on believability in virtual agents. 

Think Aloud Technique  

Participants were encouraged to verbalise their thoughts while testing the agent and 

filling out the questionnaire. In conjunction with the questionnaire data and gameplay 

telemetry data, the audio recordings of participant feedback formed the main body of 

data and were processed using content analysis techniques. 

The think aloud technique can be difficult to apply. Participants may feel embarrassed 

to speak to themselves when they are alone in a room. To make participants feel more 

comfortable and further encourage vocal feedback, the researcher joined the 

ÐÁÒÔÉÃÉÐÁÎÔÓ ÉÎ ÔÈÅ ÌÁÂ ÁÎÄ ÁÓËÅÄ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓ Ȱ×ÈÁÔ ÁÒÅ ÙÏÕ ÔÈÉÎËÉÎÇȩȱ ×ÈÅÎ ÔÈÅÙ 

seemed particularly affected by events in the game, or puzzled by questionnaire 

questions. 

Content Analysis 

Bryman (2008) details content analysis techniques that process the data collected from 

audio transcripts, video recordings and questionnaire responses gathered during the 

experiment, by coding data into themes that emerge from the data itself. Processing the 

same data several times, each time using the newly emerged themes the research can 

discover trends and common opinions in the user responses.  

Bryman (2008) suggests the following four stages of qualitative research: 

1. Read Text, broad notes 

2. Read again, highlight, find labels for codes, suggest analytic ideas. 

3. Systematically Code the text 

a. Eliminate repetition 

b. Group nodes 

4. Relate Theoretical ideas to text. 

a. Interpret what was found 

b. Identify relationships / interconnections 

c. Key ideas 

d. Relation to Research question 

The objectives of the content analysis were twofold:  

1. To identify potential issues with the existing believability metrics in particular 

when used in the context of early prototyping of agents. 
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2. To get feedback on the agent architectures in order to gain further insight into 

×ÈÁÔ ÐÈÅÎÏÍÅÎÁ ȬÂÒÅÁËȭ ÓÕÓÐÅÎÓÉÏÎ ÏÆ ÄÉÓÂÅÌÉÅÆȢ 4Ï ÅØÔÅÎÄȾÁÄÄ ÔÏ ÅØÉÓÔÉÎÇ 

criteria for believability.  

Participants  

To gather participants for the user-centred study, a purposive snowball sampling 

approaches was used. The objective when sampling was to include participants that 

had an interest in games development i.e. aspiring game developers as well as users 

with as little experience with games as possible. As such, this study did not require that 

the participants have to be experienced players themselves. Participants were mostly 

recruited from the Computer Science division at the University of Brighton. 

During the introductory lecture for Computer Science Games students the researcher 

was introduced by the course leader. After a short introduction, the students were 

invited to leave their e-mail with the experimenter if they were interested in being 

contacted when it was time for the study. Other participants were recruited in a similar 

fashion during lectures in the Artificial Intelligence module and two guest lectures at a 

Masters Level research poster day and MSc Digital Media Production mini-conference, 

which featured audiences from a wider academic and demographic background. 

Nielsen (1994) suggests a group of at least 3 to 5 participants when evaluating a 

system using a qualitative approach. Of the 14 potential participants whose contact 

details were gathered, 7 were able to take part in the study. Participants were aged 

between 18 and 44 years old. 

Lab Equipment 

The study was carried out in a lab setting using the usability suite at the University of 

Brighton. This suite features a room for the participant and an adjacent recording 

room. The room for the participants can be observed via a one-way mirror from the 

recording room. For this experiment, the experimenter sat in the room with the 

participant, the recording room was only used to configure the camera equipment and 

control the recording of the lab cameras. 

Three cameras were set up in the room: 

1. A side view showing the participants upper body. This perspective was used to 

observe gestures and the hand movement of the participants while playing the 

game. 



93 

 

2. A frontal view of the participants face and upper body. This was used to 

identify facial expressions and body language during gameplay, as well as 

gestures the participant used to explain their observations to the experimenter 

in the interview. 

3. A ceiling mounted camera filming over the shoulder of the participant. This was 

to identify the subject of the conversation when the participant pointed at 

objects on the screen. 

In addition to the 3 cameras filming the participants, two screen captures were 

recorded.  

1. A low-quality screen capture, recorded using the usability lab equipment. This 

was used solely to synchronise with the high quality screen capture. 

2. Since the screen capture system in the lab was found to be of too low quality for 

the analysis, a separate capture tool (Open Broadcast Software) was used to 

record directly on the test machine. This was later synchronised with the lab 

recording using the timer visible in the game. 

Two audio recordings were made, using two microphones in the lab. As with the screen 

capture, the audio equipment in the lab was of low quality, so a second microphone 

was attached to the test computer. 

1. A room microphone placed on the wall to the left of the participant. 

2. A desk microphone placed between the participant and the experimenter. 

Figure 3 below shows the lab and camera set up on the left and the screen capture 

ÒÅÃÏÒÄÅÄ ÕÓÉÎÇ Ȱ/ÐÅÎ "ÒÏÁÄÃÁÓÔ 3ÏÆÔ×ÁÒÅȱ ÏÎ ÔÈÅ ÒÉÇÈÔȢ 

 

Figure 3 User experiment lab set up ( with kind permission of the participant)  

Original in Colour  
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The video footage and audio recordings were imported into an Adobe Premier project, 

where the separate streams were synchronised. Figure 4 ÓÈÏ×Ó ÈÏ× ÅÁÃÈ ÐÁÒÔÉÃÉÐÁÎÔȭÓ 

recordings were organised into separate Adobe Premier Sequences. 

Transcription  

To facilitate transcription, the beginnings and ends of trials against the agents, as well 

as the separate parts of the study were annotated using markers. Trials were labelled 

with the trial number and the number of times a particular agent had been played 

against. So for example, as shown in Figure 4 ÔÈÅ ÍÁÒËÅÒ Ȱτ !σȱ ÄÅÎÏÔÅÓ ÔÈÅ τth trial 

ÏÖÅÒÁÌÌȟ ÐÌÁÙÉÎÇ ÁÇÁÉÎÓÔ ÁÇÅÎÔ Ȱ!ȱ ÆÏÒ ÔÈÅ σrd time. 

!ÎÏÔÈÅÒ ÔÏÏÌ ÔÈÁÔ ×ÁÓ ÕÓÅÄ ÆÏÒ ÔÒÁÎÓÃÒÉÐÔÉÏÎ ×ÁÓ Ȱ!ÕÔÏ(ÏÔ+ÅÙȱȢ 4ÈÉÓ ×ÁÓ ÕÓÅd to set up 

macros that allowed the experimenter to easily switch between Microsoft Word and 

the Adobe Premier, as well as providing shortcuts for controlling the video playback. 

 

Figure 4 Composing video and audio in Adobe Premie r  

Original in Colour  
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The experiments were transcribed in Microsoft Word. The transcriptions included 

everything that could be observed, for both the participant and the experimenter. This 

included the following: 

¶ What they said 

¶ Significant actions, including gestures 

¶ Facial expressions and emotional reactions. 

In addition, the transcription was annotated with contextual and implied information 

that would not otherwise be apparent from a pure audio transcription. An important 

example for this are deictic phrases; instances in which participants would often just 

ÒÅÆÅÒ ÔÏ ÐÁÒÔÉÃÕÌÁÒ ÁÇÅÎÔÓ ÁÓ ȰÔÈÉÓ ÏÎÅȱ ÏÒ ȰÔÈÅ ÏÔÈÅÒ ÏÎÅȱȢ 4ÈÉÓ ÉÎÆÏÒÍÁÔÉÏÎ ×ÁÓ ÁÄÄÅÄ 

to the transcription. 

The format used for the transcript was the following:  

00:04:57:07 ɀ Time codes were based on the timeline in the Adobe Premier Project 
after all the recordings have been synchronised.  
 
The participant speaking was presented in normal font 
 
[Participant actions, including gestures and emotional reactions i.e. laughing are 
written in bracket]  
 
The experimenter speaking was presented in italic font 
 
[Participant actions, including gestures and emotional reactions are written in italic 
brackets] 
 
7ÏÒÄÓ ÔÈÁÔ ÃÏÕÌÄÎȭÔ ÂÅ ÉÄÅÎÔÉÆÉÅÄ ÆÒÏÍ ÔÈÅ ÁÕÄÉÏ ÒÅÃÏÒÄÉÎÇ ÁÒÅ ×ÒÉÔÔÅÎ ÉÎ red 
 
(Additional annotations and implied meaning such as the subject of a conversation was 
transcribed in round brackets.) 
 
Agent names are written in capitals i.e. GREEN agent 

Figure 5 Transcription format  

Example from Participants 4 transcript: 

[Participant starts first game against Opponent A. Stays out of sight of the RED agent 
until]  
 
00:04:57:07 
 
[120 Game Time] 
 
!ÌÒÉÇÈÔȟ ÓÏ )ȭÍ ÔÈÉÎËÉÎÇ ÔÈÁÔ ÔÈÅ ÅÙÅÓ ɉÄÉÓÔÁÎÃÅ ÓÅÎÓÏÒÓɊ ÁÒÅ ×ÈÅÒÅ ÈÅȭÓ ɉ!Ɋ ÌÏÏËÉÎÇȢ 
 
[Gets caught for the first time at 160 Game time] 

Original in Colour  
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/ÏÏÏÏÈȟ (ÅȭÓ ɉ!Ɋ ÓÅÅÎ ÍÅ 
 
[Manages to turn and evade at 178 Game time] 
 
AHhhh [smiles] 
 
Alright, he (A) speeds up as well when he sees me, which makes it a bit difficult. I like it. 
 
00:05:16:05 

Figure 6 Example transcription (Participant 4)  

Annotations that reveal which agent the participant was referring to in a statement 

were important for later analysis in NVivo 10. 

Performance Data  

As part of the performance metrics (Tullis and Albert 2013) gathered for this 

experiment, the game prototype ɉȰÁÒÔÅÆÁÃÔȱ in Purchase 2012) recorded the position of 

every object, coins collected, enemy AI state variables and user interactions at every 

time step of the simulation. Each record had the following data: 

Data Label Description  

time Time stamp. Milliseconds passed since simulation start 

seePlayer ὠ whether the Enemy sees the player 

seenTime Number of milliseconds that ὠ has been 1 

sources Number of sources (Coins) left in the arena 

playerX Player Vehicle X coordinate 

playerY Player Vehicle Y coordinate 

MoveTargetX X coordinate of Mouse cursor when clicking or holding button 

MoveTargetY Y coordinate of Mouse cursor when clicking or holding button 

EnemyX Enemy Vehicle X coordinate 

EnemyY Enemy Vehcile Y coordinate 

behaviour  Behaviour bias value of Enemy agent 

behaviourChange ɝ Change in behaviour  

base — Base behaviour value 

baseChange ɝ— Change in Base behaviour — 

baseChangeRate – Rate of change in — 

Table 2 Performance data gathered  
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In addition to graphing the player and enemy paths, this data also allowed us to 

calculate other useful data, such as the score and the distance between the player and 

enemy. 

The data was saved in a CSV database file at the end of each trial. The filename 

consisted of a timestamp, the mapping code (of agents to the labels A, B, C), the agent 

played against, whether the player had won the round and the score.  

ÅȢÇȢ ȰDate_2014-5-9_Time_17_24_Code_201_training_win_546ȢÃÓÖȱ 

This data was captured in order to support the qualitative data gathered from the 

participants and was not intended for statistical analysis. It is however useful to have 

this data available, since it allows for some interesting views of the participants 

behaviour, without having to review the captured video footage. 

 

Figure 7 Mouse input (target) vs . agent position  

Behavioural Data  

In addition to recording audio, video recordings that show the upper body movements 

and facial expressions of the participants was recorded. This data was primarily used 

to guide the analysis of the audio transcripts since it allowed for easier identification of 

the inflection and the meaning of what was said. Since participants were asked to be 

critical, use of sarcasm and ironic comments was abundant. The video recordings made 

these easier to identify. One of the cameras also captured when participants pointed at 

the screen, which helped to identify the subject of comments when the participants 

were not being explicit in speech. 
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Original in Colour  
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During the transcription process significant physical reactions to game events were 

also noted. This revealed frustration and other emotional reactions that would 

otherwise not have been captured. 

3.2.3 PILOT STUDY 

Both the game prototype and the empirical methods for this study went through 

several iterations and changes during a pilot study. The participants during this period 

included not only friends and research colleagues who tested the experimental 

procedure, but also game developers and researchers at the Game AI conference in 

Paris, including Ken Perlin and Bruce Blumberg, who kindly took the time to evaluate 

the prototype agents. The following list of changes and additions were made based on 

the feedback from the pilot study. 

Game Design 

The initial game design was a simple chase game, with multiple agents reacting to the 

player-controlled agent in different ways. There was no objective to the game and the 

participant was simply tasked with describing the behaviour of the autonomous 

agents. Feedback from the testers was that the game was not engaging enough and that 

it was difficult to focus on the behaviour of multiple agents at once. Feedback from 

research colleagues also suggested that the game should include objective performance 

measures i.e. a score of some kind that could be correlated to the purely subjective 

behaviour interpretations that participants would give. 

To address these concerns, the game was re-designed as a competitive game played 

against a single opponent. The objective was to evade the agent for as long as possible. 

The score was that the time that the player spent not getting caught. Early responses to 

this new approach were positive. The players found the game more engaging and spent 

more time playing the game. However, since the objective was to merely hide from the 

opponent agent, players quickly converged on a single strategy which involved hiding 

in a corner of the game space and only moving if the opponent came too close. 

4ÈÅ ÆÉÎÁÌ ÇÁÍÅ ÄÅÓÉÇÎ ÉÎÔÒÏÄÕÃÅÄ ÍÅÃÈÁÎÉÃÓ ÉÎÓÐÉÒÅÄ ÂÙ ÃÌÁÓÓÉÃ ȰÈÅÉÓÔȱ ÏÒ ÃÏÌÌÅÃÔÉÏÎ 

games such as ÔÈÅ ÁÒÃÁÄÅ ÃÌÁÓÓÉÃ ȰPac-Manȱ (Namco 1980) or the more recent 

ÉÎÄÅÐÅÎÄÅÎÔ ÇÁÍÅ Ȱ-ÏÎÁÃÏȡ 7ÈÁÔȭÓ 9ÏÕÒÓ ÉÓ -ÉÎÅȱ ɉ0ÏÃËÅÔ7ÁÔÃÈ 'ÁÍÅÓ ςπρσɊ. The 

ÐÌÁÙÅÒ ÎÏ× ÈÁÄ ÔÏ ÃÏÌÌÅÃÔ Á ÓÅÒÉÅÓ ÏÆ ȰÃÏÉÎÓȱ ÉÎ ÔÈÅ ÅÎÖÉÒÏÎÍÅÎÔ ×ÈÉÌÅ ÅÖÁÄÉÎÇ ÐÕÒÓÕÉÔ 

of the opponent. The scoring system underwent a few iterations as well. Initially, only 
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the time to collect all coins was taken into account. There was no penalty for the player 

when they were seen by the opponent or were being chased, the game would only end 

if the opponent agent came in contact with them. This caused players to simply focus 

on collecting coins and disregard the enemy chasing them.  

The final scoring system now added a time penalty when the player was seen by the 

opponent agent, thus encouraging players to both evade them, while collecting the 

coins as quickly as possible. To make this system transparent for the players, the user 

interface shows two counters at the top of the screen, one for the time passed (in 

seconds) and a second for the penalty time, which starts counting whenever the player 

is withi n the field of view of the agent. 

Controls 

)ÎÉÔÉÁÌÌÙ ÔÈÅ ÐÌÁÙÅÒȭÓ ÁÇÅÎÔ ×ÁÓ ÃÏÎÔÒÏÌÌÅÄ ÕÓÉÎÇ ÔÈÅ ÁÒÒÏ× ËÅÙÓ ÏÎ Á ËÅÙÂÏÁÒÄȢ 3ÅÖÅÒÁÌ 

users found this extremely difficult to master. A new, direct mouse-driven control 

scheme was introduce, where the player would simply click on a location in the 

environment and the agent would drive there and stop. This worked well for most 

users, but there were issues when players wanted their agent to drive in a curved path 

instead of a straight line.  

The final control scheme addressed this feedback by not only allowing players to click 

on a location that they want their agent to move to, but also continue to hold the mouse 

ÂÕÔÔÏÎ ÄÏ×Î ÁÎÄ ȰÄÒÁÇȱ ÔÈÅ ÔÁÒÇÅÔ ÌÏÃÁÔÉÏÎ ÁÃÒÏÓÓ ÔÈÅ ÐÌÁÙÉÎÇ ÆÉÅÌÄȢ This offered more 

direct control oÖÅÒ ÔÈÅ ÁÇÅÎÔȭÓ ÐÁÔÈ ÁÎÄ ÆÅÌÔ ÎÁÔÕÒÁÌ ÁÎÄ ÉÎÔÕÉÔÉÖÅ ÔÏ ÔÈÅ ÔÅÓÔÅÒÓȢ As a last 

amendment, visualizations were added to the game to show a green circle on the target 

location when then player used the single-click method and an arrow indicating the 

direction of movement when using the click-and-hold method. 

In addition to accommodating different control preferences an additional training 

scenario was added to the game that let the participants practice the control scheme 

without an opponent. 

Opponent Selection 

The game features three different enemy agents to be evaluated. In the first version of 

the game simply cycled through opponents once the player won the round. There were 

two issues with this approach. It did not afford the players the opportunity to improve 

their score against an opponent they had already defeated and it also gave the 
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impression to the players that each successive opponent would be more difficult than 

the first. 

To address the first issue, a menu screen was added that allowed users to select which 

opponent they wanted to play against. Initially these were numbered 1, 2 and 3. This, 

however, still gave the impression that the higher numbered opponents were more 

difficult. The labels were changed to A, B and C, but even then some impression of 

ÓÅÑÕÅÎÃÅ ×ÁÓ ÁÆÆÅÃÔÉÎÇ ÔÈÅ ÕÓÅÒȭÓ ÓÅÌÅÃÔÉÏÎ ÈÁÂÉÔÓ ÁÎÄ ÔÈÅÙ ÐÌÁÙÅÄ ÔÈÅÍ ÉÎ ÏÒÄÅÒ ÏÆ 

(what they thought was) difficulty. 

To address this issue, a trick was used in the final game. The mapping between the 

alphabetic labels was made configurable by the experimenter prior to starting the 

game. Thus the labels A, B and C led to different opponents for each participant. While 

users still had the impression that these were in order of difficulty, between 

participants this was not the case anymore. Feedback from the users regarding agent 

difficulty could thus be separated from the order of presentation, giving insights into 

both sequence bias and agent difficulty. 

In addition to these measures the scenario presented to the participants also 

encouraged players to face the opponents in any order and let them decide how many 

times they wished to do so. 

Questionnaire  ɀ Open Questions 

One of the most important aspects of this study was to investigate how users described 

the behaviour of the opponent agents in the game and compare the terms and phrases 

they used to the anthropomorphic Synthetic Psychology terminology used to develop 

the agents.  

The initial prototype presented users with a list of terms to choose from an approach 

similar to Benedek and Miner Product Reaction cards (Benedek and Miner, 2002). 

However, the pilot study showed that suggesting terms to the participants could induce 

them perceiving these behaviours. However, simply prompting them to describe the 

behaviour of the agents in their own terms revealed other issues. Descriptions focused 

ÏÎ ÇÁÍÅ ÅÖÅÎÔÓ ÌÉËÅ Ȱ(Å ÓÅÅÓ ÍÅȱ ÏÒ Ȱ(Å ÃÁÕÇÈÔ ÍÅȱ ÁÎÄ ÎÏÔ ÏÎ ÔÈÅ ÁÇÅÎÔȭÓ ÂÅÈÁÖÉÏÕÒ 

during these situations. 

The final questionnaire combines both approaches by prompting the participants to 

ÄÅÓÃÒÉÂÅ ÔÈÅ ÏÐÐÏÎÅÎÔȭÓ ÂÅÈaviour in their own words, but suggests a short list of 
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example terms. It also splits the question up into three questions that each focus on a 

specific situation that can occur in the game, encouraging more focused and detailed 

responses from the users. 

Questionnaire ɀ Game Experience 

The study needed to capture whether the participants had prior experience with games 

since this could significantly affect both their objective game performance and their 

evaluation of the agents. During the pilot study participants who the experimenter did 

now know well, were asked what their experience was.  

4ÈÅ ÒÅÓÐÏÎÓÅÓ ×ÅÒÅ ÓÕÒÐÒÉÓÉÎÇÌÙ ÖÁÒÉÅÄȢ 3ÏÍÅ ÐÁÒÔÉÃÉÐÁÎÔȭÓ ÏÎÌÉÎÅ ÅØÐÅÒÉÅÎÃÅ ×ÉÔÈ 

games was second-hard, i.e. through their children or siblings. Others initially stated 

ÔÈÅÙ ÄÉÄ ÎÏÔ ÐÌÁÙ ÇÁÍÅÓȟ ÂÕÔ ×ÈÅÎ ÐÒÏÍÐÔÅÄ ×ÈÅÔÈÅÒ ÔÈÅÙ ÐÌÁÙÅÄ ÐÏÐÕÌÁÒ ȬÃÁÓÕÁÌȭ 

titles such as solitaire or games on their Smartphone, they confirmed. Unlike books, 

music or films, games are a medium that presents itself in a variety of different formats 

ɀ some of which a not dedicated game playing devices. It seems that to some of these 

ÐÁÒÔÉÃÉÐÁÎÔÓ ȰÐÌÁÙÉÎÇ ÇÁÍÅÓȱ ÍÅÁÎÔ Ï×ÎÉÎÇ Á ÄÅÄÉÃÁÔÅÄ ÇÁÍÅ ÐÌÁÙÉÎÇ ÄÅÖÉÃÅȢ 

Based on this feedback the questions regarding games use were changed from simply 

asking about the number of hours that participants played games, to asking more 

specific questions about the nature of their relationship to games, including second-

hand experience. 

In addition, if the participant stated that they did have significant prior experience with 

games, they were also prompted to list their favourite genres. This was included 

ÂÅÃÁÕÓÅ ÅØÐÅÒÉÅÎÃÅ ×ÉÔÈ ÇÁÍÅÓ ÉÎ ÇÅÎÅÒÁÌ ÄÏÅÓ ÎÏÔ ÉÎÄÉÃÁÔÅ ÔÈÁÔ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔȭÓ ÓËÉÌÌ 

is equal across genres. Since the game used in the study is an action game, it was this 

question that gave insight into whether their prior experience would impact their 

objective performance in the game. 

Agent Difficulty  

Once the coin collecting/evasion game design had been settled on several refinements 

to the agent behaviour had to be made. Since there was now a penalty for being spotted 

by the opponent, the players got frustrated when it was not apparent to them when 

this was the case. 
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,ÏÏËÉÎÇ ÔÏ ÉÎÓÐÉÒÁÔÉÏÎ ÆÒÏÍ ÃÏÍÍÅÒÃÉÁÌ ÇÁÍÅÓ ×ÉÔÈ ÓÉÍÉÌÁÒ ÇÁÍÅ ÍÅÃÈÁÎÉÃÓ Á ȰÓÉÇÈÔ 

ÃÏÎÅȱ ×ÁÓ ÁÄÄÅÄ ÔÏ ÔÈÅ 5) ÏÆ ÔÈÅ ÇÁÍÅȢ 4ÈÉÓ ÓÈÏ×ÅÄ ÔÈÅ ÏÐÐÏÎÅÎÔ ÁÇÅÎÔȭÓ ÆÉÅÌÄ ÏÆ ÖÉÓÉÏÎ 

and changed its colour to red when the player was spotted. Initial feedback was 

positive and players were more adept at avoiding the agent. However it also made the 

game too easy, since players simply focused on the outline of the cone instead if the 

opponent agent.  

In the final prototype, the display of the cone varies with the behaviour state of the 

ÁÇÅÎÔȢ 7ÈÅÎ ÔÈÅ ÏÐÐÏÎÅÎÔ ÈÁÓÎȭÔ ÓÐÏÔÔÅÄ ÔÈÅ ÐÌÁÙÅÒȟ ÈÉÓ ÖÉÅ× ÃÏÎÅ ÉÓ ÉÎÖÉÓÉÂÌÅ ÔÏ ÔÈÅ 

player, but as the player opponent notices the player, the cone fades into view. This 

compromise still gives the players enough feedback to avoid evasion, but forces them 

to remember the range of the field of view and focuses their attention on the body of 

the opponent agent. 

Gameplay Feedback 

The early prototypes of the game featured no sound effects or feedback when the 

player either won or lost a round against an opponent. In the final prototype several 

effects were added to make failure clearer and success more satisfying. 

A sound effect that plays when the player collected coins was included to make each 

coin collected feel like a little success. To increase the sense of urgency and prevent 

players from having to look at the timer clock displayed on the screen, a clock-ticking 

sound effect was added.  

In the pilot prototype the game also simply returned to the title screen when a round 

was won or lost. Some users found this confusing, since it sometimes happened that 

they were just about to collect the final coin as the opponent caught up to them. They 

also did not have time to look at their score displayed on the screen before the game 

returned to the title screen. 

To address this, the final game ÐÁÕÓÅÓ ÁÎÄ Á ȰÇÁÍÅ ÏÖÅÒȱ ÓÃÒÅÅÎ ÄÉÓÐÌÁÙÓ ×ÈÅÎ ÔÈÅ 

player is either caught or collects the final coin. A crowd cheering sound effect plays 

×ÈÅÎ ÔÈÅ ÐÌÁÙÅÒ ×ÏÎ ÁÎÄ Á ÔÈÅÁÔÒÉÃÁÌ ȰÆÁÉÌÕÒÅȱ ÆÁÎÆÁÒÅ ÐÌÁÙÓ ×ÈÅÎ ÔÈÅÙ ÁÒÅ ÃÁÕÇÈÔȢ The 

screen also displays the score of the player, including the number of coins remaining 

when they lost or a congratulatory message when they won the game. 
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3.2.4 EXPERIMENTAL PROCEDURE 

Participants were asked to play against, compare and evaluate a series of 3 different 

agents in the context of a simple coin-collection game. They were given the objective to 

complete the game against each agent. The goal of the game is to collect all the coins 

(16) in the game arena, while avoiding being seen by the red enemy agent. 

At the beginning of the session, participants were handed the following materials: 

1. A consent form ensuring the ethical use data collected during the study, a 

summary of the tasks to be performed and total duration of the study. Before 

continuing this form had to be signed by the participant and the experimenter. 

2. A Demographics questionnaire. 

3. A Participant Script detailing the procedure of the experiment 

4. A Questionnaire booklet, containing questions about the Game and the agents 

After making sure the participants understood and agreed with the use of the gathered 

data, they were asked to fill out the demographics sheet and then read the introduction 

to the study in the script. 

The lab experiment was conducted in three parts. These are detailed below: 

Part 1: Formal Games Test 

The first part of the lab experiment consisted of a gameplay observation study that 

combined formal and informal methods to analyse participant behaviour and vocal 

feedback while they played an adversarial game against three agents of varying 

complexity.  

Data Gathered: 

1. 5ÓÅÒÓȭ ÖÏÃÁÌ ÒÅÓÐÏÎÓÅÓ ÁÒÅ ÒÅÃÏÒÄÅÄȢ 

2. 5ÓÅÒÓȭ ÁÃÔÉÏÎÓ ÁÒÅ captured on video and transcribed alongside the audio 

recording. 

3. $ÁÔÁ ÉÓ ÒÅÃÏÒÄÅÄ ÂÙ ÔÈÅ ÇÁÍÅ ÉÔÓÅÌÆȢ 4ÈÉÓ ÐÒÏÄÕÃÅÓ ȰÔÅÌÅÍÅÔÒÙȱ ÄÁÔÁ ÏÆ ÅÁÃÈ 

game users play against the AI, which can be used alongside the data from the 

video and audio recordings. 

Participants were asked to be vocal about any questions they had regarding the game 

or the study itself. The experimenter would remain in the room during the study. 

The script instructed the participants to assume the role of a member of a games 

development team who has been tasked to review a prototype of a game. This specific 

scenario was given to encourage the participants to not only respond with positive or 
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negative comments on the game and the agent, but to think deeper and suggest how 

they would improve the game. Fear of doing badly at the game was a sentiment 

expressed by several participants before the trial. This scenario, which places the 

participant in the role of a member of a development team was able to alleviate this 

fear of being tested themselves, empowering participants and allowing them to focus 

on the evaluation task. 

Before pilot testing the method, it was intended that the participant plays one game 

against each agent architecture and evaluates their experience using the questionnaire 

provided after each trial. During the pilot study it became clear that participants 

required more than just one trial to be able to make any statements about the game 

and the enemy agent behaviour. While the participants still had to play against the 

agents in order, they were allowed to repeat trials to compare the agents and improve 

their score. 

Part 2: Questionnaire  

Users are asked to fill out a questionnaire, answering questions about each of the agent 

they play against and some general questions about their preferences regarding the 

game. 

The data gathered ÃÏÎÓÉÓÔÓ ÏÆ ÅÁÃÈ ÐÌÁÙÅÒȭÓ ÁÎÓ×ÅÒÓ ÔÏ ÔÈÅ ÆÏÌÌÏ×ÉÎÇȡ 

1. ! ÓÅÔ ÏÆ ÑÕÅÓÔÉÏÎÓ ÏÎ Á ,ÉËÅÒÔ ÓÃÁÌÅ ÂÁÓÅÄ ÏÎ ÔÈÅ ȰÂÅÌÉÅÖÁÂÉÌÉÔÙ ÃÒÉÔÅÒÉÁȱ ÂÙ 

narratives (Mateas 1997; Loyall 1997) and presented in the format suggested 

by Gomes (2013). 

2. A set of three open questions asking the users to describe the behaviour of the 

enemy agent in different game situations. 

3. General and preferential questions regarding the game and the agents.  

The participants filled out the questionnaire sheet while they were evaluating the 

agents. While participants had to play the agents in order, they were allowed to replay 

previous agents and amend their answers to the questions on the questionnaire. If they 

did amend questions, this was transcribed. 

Participants were also encouraged to be vocal about any of the questions on the 

questionnaire. This is referred to as the meta-evaluation of the questionnaire. After the 

participants had described their own interpretation of the questions, the experimenter 

would elucidate their meaning, according to the definitions by Gomes (2013). The meta 
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evaluation was done to gather feedback on whether participants thought that the 

questions were unambiguous and suitable for agent evaluation and comparison. 

Part 3: Informal  Prototype Observation Study   

After the analysis of a set of agents in the context of a game was completed, each user 

was asked to look at a series of 5 prototypes. Each of these showcases groups of agents 

in a variety of typical game scenarios. 

Several of these prototypes showcase behaviours different from the ones the opponent 

in the game in test 1 could perform. The objective of this test was to see how 

participants interpret the behaviours of agents when simply observing them and not 

playing against them. 

This test took a much more informal form than the previous study as it was meant to 

encourage a more open conversation between the participant and the experimenter, 

since the previous game study was regarded a high-intensity task by most of the 

partici pants. 

In this test, participants were simply asked to describe the behaviour of the agents they 

observed. The questionnaire sheet provided space to write notes. Participants were 

advised that they could write down notes on their thoughts, but were encouraged to 

explain these to the experimenter, so that they can be captured in the transcript. 

3.2.5 DATA ANALYSIS 

The data gathered during the user experiment was analysed using qualitative and 

descriptive statistical methods. Even though statistical methods were applied to the 

data gathered via the questionnaires, the number of participants that carried out the 

experiment was too small to ensure statistical significance.  However, a rich dataset 

combining observational and qualitative interview data supported more in depth 

analysis. 

4ÈÅ ÍÅÔÈÏÄ ÕÓÅÄ ÆÏÒ ÄÁÔÁ ÁÎÁÌÙÓÉÓ ÉÓ ÂÁÓÅÄ ÏÎ "ÒÙÍÁÎȭÓ ɉςππψɊ τ ÓÔÁÇÅÓ ÏÆ ÑÕÁÌÉÔÁÔÉÖÅ 

research. Design of the study was informed by the research questions discussed in 

Ȱ3.2.1 Addressing the Research Questionsȱ ÁÎÄ the initial expectations regarding the 

outcome of the study discussed below. With these in mind, an initial review of the data 

revealed common themes and categories in the data, which were subsequently 

organised into a preliminary list of codes.  The focus during the analysis was on 
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discovering themes pertaining to the ÐÁÒÔÉÃÉÐÁÎÔÓȭ definition s of believability, criticisms 

of the agents tested and their understanding of the questions posed in the 

questionnaire. 

Further review of the data using these codes refined these categories and themes to 

form a set of classification codes. 

The resulting classification scheme and the findings facilitated the formation of 

theories about the relationship between AI developer design intent, the perception of 

ÁÇÅÎÔ ÂÅÈÁÖÉÏÕÒ ÆÒÏÍ ÔÈÅ ÐÌÁÙÅÒȭÓ ÐÅÒÓÐÅÃÔÉÖÅ ÁÎÄ ÔÈÅ ÎÏÔÉÏÎ ÁÎÄ ÐÒÁÃÔÉÃÁÌ ÁÐÐÌÉÃÁÔÉÏÎ 

of believability metrics in virtual agent research. 

Data Available  

The data sets that were analysed consisted of video transcriptions, questionnaire 

responses and telemetry/performance data recorded by the game prototype. 

In addition to transcribing what the participants said, the video transcriptions noted 

ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÁÃÔÉÏÎÓ ÄÕÒÉÎÇ ÔÈÅ ÅØÐÅÒÉÍÅÎÔȟ ×ÈÉÃÈ ÉÎÃÌÕÄÅÄ ÇÅÓÔÕÒÅÓ ÁÎÄ ÅÍÏÔÉÏÎÁÌ 

body language and facial expressions.  

Multiple video streams included camera perspectives that showed the participants 

posture, upper body (hand movements), their view of the screen (to identify what they 

are pointing at) and facial expressions. In addition, a high quality screen capture of the 

game was recorded, since the quality from the video cameras was quite low. 

The videos were synchronised and composited using video editing software (Adobe 

Premier). Two audio recordings were available; one room microphone mounted to the 

wall closest to the participant and one table-top microphone placed between the 

participant and the experimenter. Having two audio recordings to switch between was 

helpful, since participants often spoke quietly when playing the game. 

Figure 8 shows the different types of data that were generated for each of the three 

parts of the experiment: 
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PART 1: Gameplay Agent Evaluation 

1. Participant Observation While Playing the Game 

a. What they said 

b. What they did 

2. 'ÁÍÅÐÌÁÙ Ȱ4ÅÌÅÍÅÔÒÙȱ Äata 

a. Trial Time and Penalty (seen) time 

b. Number of Coins, Score 

c. Agent and Enemy Position throughout trial 

d. User Input (Mouse Clicks) 

 

PART 2: Questionnaire Feedback 

1. Answers to questions 

2. (Meta) Feedback on questions/believability criteria 

 

PART 3: Informal Observation 

1. Informal Observation Study Descriptions 

2. Interactions with the prototypes 

 
Figure 8 Data available for analysis  

Agent Behaviour Description Predictions  

An important aspect of this study is to compare how the participants interpret the 

behaviour of the agents to how the behaviour was intended to be perceived by the 

designer. Below is a list of the four agent types with a brief description of what 

behaviour the designer intended to implement. These will be referred to during the 

ÅÖÁÌÕÁÔÉÏÎ ÏÆ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÆÅÅÄÂÁÃËȢ  

1. Binary Switch :  

¶ The binary switching agent is immediately aggressive when it sees the 

ÐÌÁÙÅÒȟ ÂÕÔ ȰÆÏÒÇÅÔÓȱ ÁÂÏÕÔ ÔÈÅÍ ÊÕÓÔ ÁÓ ÑÕÉÃËÌÙȢ )Ô ÉÓ ÅØÐÅÃÔÅÄ ÔÈÁÔ 

ÐÁÒÔÉÃÉÐÁÎÔÓ ×ÉÌÌ ÉÎÔÅÒÐÒÅÔ ÔÈÉÓ ÁÓ ÓÌÉÇÈÔÌÙ ȰÉÎÃÏÈÅÒÅÎÔȱ ÏÒ ȰÕÎÒÅÁÌÉÓÔÉÃȱȢ 

2. Continuous Switch :  

¶ The slower transition to the chasing behaviour is intended to show 

ȰÓÕÓÐÉÃÉÏÎȱ ÉÎ ÔÈÅ ÐÌÁÙÅÒ ×ÈÅÎ ÔÈÅÙ ÏÎÌÙ ÓÔÁÙ ÉÎ ÔÈÅ ÆÉÅÌÄ ÏÆ ÖÉÅ× ÆÏÒ Á 

short time.  

¶ The slow decay of the behaviour bias back to the patrolling behaviour is 

meant to convey the presence of short term memory. 

3. Remap Behaviour :  

¶ This agent is continuously changing its behaviour mappings during the 

ÇÁÍÅ ÁÎÄ ÓÈÏÕÌÄ ÔÈÅÒÅÆÏÒÅ ÓÅÅÍ ÌÅÓÓ ȰÐÒÅÄÉÃÔÁÂÌÅȱ ÔÏ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓȢ 

¶ The behaviour mapping changes every time the player collects a coin, 

regardless whether the agent sees the player doing so. It is expected 



108 

 

that participants interpret this as a form of long term memory and an 

awareness of how many coins there are in the environment. 

¶ When the primary behavÉÏÕÒ ÉÓ ÆÕÌÌÙ ȰÁÇÇÒÅÓÓÉÖÅȱȟ ÔÈÅ ÁÇÅÎÔ ×ÉÌÌ 

ÔÒÁÎÓÉÔÉÏÎ ÔÏ×ÁÒÄ ȰÅØÐÌÏÒÉÎÇȱ ×ÈÅÎ ÉÔ ÓÅÅÓ ÔÈÅ ÐÌÁÙÅÒȢ )Ô ÉÓ ÅØÐÅÃÔÅÄ ÔÈÁÔ 

participants perceive this ÂÅÈÁÖÉÏÕÒ ÁÓ ȰÉÎÃÏÈÅÒÅÎÔȱȢ  

4. Adaptive Behaviour:   

¶ This agent initially ignores the player and actually avoids bumping into 

ÔÈÅÍ ×ÈÉÌÅ ÅØÐÌÏÒÉÎÇȢ 4ÈÉÓ ÓÈÏÕÌÄ ÂÅ ÐÅÒÃÅÉÖÅÓ ÁÓ ȰÉÎÄÉÆÆÅÒÅÎÔȱ ÏÒ ÅÖÅÎ 

ȰÆÒÉÅÎÄÌÙȱ ÂÅÈÁÖÉÏÕÒȢ 

¶ When the player has been spotted stealing a few coins, the agent is 

ȰÓÕÓÐÉÃÉÏÕÓȱ ÏÆ ÔÈÅÍȟ ÂÕÔ ×ÉÌÌ ÆÏÒÇÅÔ ÁÂÏÕÔ ÃÈÁÓÉÎÇ ÔÈÅÍ ÒÅÌÁÔÉÖÅÌÙ 

quickly when the player is not in their field of view. This should be 

ÐÅÒÃÅÉÖÅÄ ÁÓ ȰÓÕÓÐÉÃÉÏÕÓȱ ÏÒ ȰÇÕÁÒÄÅÄȱ ÂÅÈÁÖÉÏÕÒȢ 

¶ When the player has collected most of the coins in the environment, the 

ÁÇÅÎÔ ÓÈÏÕÌÄ ÓÅÅÍ ȰÁÎÇÒÙȱ ÁÔ ÔÈÅ ÐÌÁÙÅÒ ÁÎÄ ×ÉÌÌ ÎÏÔ ÇÉÖÅ ÕÐ ÃÈÁÓÅ 

when it spots the player, even if they manage to evade the field of view.  

¶ 4ÈÅ ÁÂÏÖÅ ÂÅÈÁÖÉÏÕÒÓ ÓÈÏÕÌÄ ÃÏÎÖÅÙ Á ÓÅÎÓÅ ÔÈÁÔ ÔÈÅ ÐÌÁÙÅÒ ÈÁÓ ȰÈÕÒÔȱ 

ÔÈÅ ÁÇÅÎÔȭÓ ÆÅÅÌÉÎÇÓȟ ÓÉÎÃÅ ÔÈÅ ÁÇÅÎÔ ÓÔÁÒÔÅÄ ÏÕÔ ÂÅÉÎÇ ÎÅÕÔÒÁÌ ÁÎÄ 

friendly and only became hostile when the player stole in front of them. 

Initial Codes  

Preliminary codes were defined at the beginning of content analysis. These would be 

refined during the process, based on participant actions and responses sourced from 

the audio transcript and video recordings of their behaviour in the game and in person. 

Two perspectives were assumed to guide the coding process. The first is the 

perspective of the developer, who is interested in aspects that are considered 

important about the agent and the game design. The second is the perspective of the 

researcher, who would look for additional data relating to the issues investigated by 

the questionnaire that were not written down by the participants and also looks for 

feedback on the questionnaire and experimental design itself. 

From the perspective of the AI developer, the following expected codes where initially 

proposed, which focus on the agent and game design: 

Agent 

¶ Behaviour 
¶ Graphics 
¶ Intelligence 
¶ Emotions 

Game 

¶ Difficulty  
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¶ Controls 
¶ Rules 

Codes proposed from the perspective of the researcher included a list of all the 

questions on the questionnaire sheet that was filled out by the participants during the 

experiment. These codes are intended to capture additional responses to the questions 

ÔÈÁÔ ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔ ÄÉÄÎȭÔ ×ÒÉÔÅ ÄÏ×Î ÁÎÄ ÁÌÓÏ Ñuestions or comments that the 

participants had about the questionnaire questions or the experiment itself. The latter 

ÃÏÍÍÅÎÔÓ ÁÎÄ ÁÒÅ ÌÁÂÅÌÌÅÄ ÁÓ ȰÍÅÔÁȱ ÒÅÓÐÏÎÓÅÓ ɉÉȢÅȢ ÑÕÅÓÔÉÏÎÓ ÁÂÏÕÔ ÔÈÅ ÑÕÅÓÔÉÏÎÓɊȢ 

Refined Codes 

Far more codes than initially expected emerged from the data during the content 

analysis process. Data was coded and re-coded in an iterative process as more themes 

and codes emerged. The codes were organised into two main branches, one for the 

interactive study (game evaluation) and the other for the observation study. The 

interactive study codes were organised into feedback given while filling out the 

questionnaire and the actions and speak-aloud protocol made while the participants 

were playing the game. A total of 186 themes and subthemes were defined over the 

course of the analysis. The full list hierarchy of nodes can be seen in appendix 10.2 

ȰUser Experiment: Refined CodesȱȢ 

Apart from finding significant excerpts and categorizing them into emerging themes, all 

ÔÈÅ ÐÁÒÔÉÃÉÐÁÎÔÓȭ ÒÅÓÐÏÎÓÅÓ ×ÅÒÅ ÁÌÓÏ ÓÏÒÔÅÄ ÂÙ ÔÏÐÉÃȟ ÔÈÁÔ ÉÓȟ ÂÙ ÔÈÅ ÔÙÐÅ ÏÆ ÁÇÅÎÔ 

architecture they were describing. These nodes were used in conjunction with the 

themes during the analysis process. 

Initial Predictions  

Before starting the thematic coding of the data, a series of predictions were noted that 

would guide the initial steps of the analysis process. Predictions 1-4 are based on 

common difficulties involved in games user testing. Especially participant skill and 

potential pre-existing familiarity with similar games and control methods are factors 

that can have a significant impact on the player experience. During the pilot study, 

several balancing/difficulty and control method changes were made to the game 

prototype to accommodate different users and minimize the effect of these factors. 

However, they still need to be considered when qualifying user statements and test 

performance results. Predictions 5-9 pertain to the perception of agent behaviour, 


































































































































































































































































































































































































