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An Improved Prediction of Pre-Combustion Processes, Using the Discrete Multicomponent Model
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Abstract: An improved heating and evaporation model of fuel droplets is implemented into the commercial Computational Fluid Dynamics (CFD) software CONVERGE for the simulation of sprays. The analytical solutions to the heat conduction and species diffusion equations in the liquid phase for each time step are coded via user-defined functions (UDF) into the software. The customized version of CONVERGE is validated against measurements for a single droplet of n-heptane and n-decane mixture. It is shown that the new heating and evaporation model better agrees with the experimental data than those predicted by the built-in heating and evaporation model, which does not consider the effects of temperature gradient and assumes infinitely fast species diffusion inside droplets. The simulation of a hollow-cone spray of primary reference fuel (PRF65) is performed and validated against experimental data taken from the literature. Finally, the newly implemented model is tested by running full-cycle engine simulations, representing partially premixed compression ignition (PPCI) using PRF65 as the fuel. These simulations are successfully performed for two start of injection timings, 20 and 25 crank angle (CA) before top-dead-centre (BTDC). The results show good agreement with experimental data where the effect of heating and evaporation of droplets on combustion phasing is investigated. The results highlight the importance of the accurate modelling of physical processes during droplet heating and evaporation for the prediction of the PPCI engine performance.
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1. Introduction

In the pursuit of higher engine thermal efficiency and lower emissions, partially premixed compression ignition (PPCI) draws considerable attention [1,2]. This is mainly ascribed to the low-temperature combustion following this process. In such engines, manipulation of the degree of stratification of injected fuel into the engine cylinder by late injection at the end of the compression stroke controls the start of combustion.

Accurate simulation of the performance of PPCI engines mandates the proper description of the physical processes and properties. Spray dynamics dictate how the combustion process is going to develop during engine cycles [3]. These include a number of physical...
processes which range from jet/droplet heating and evaporation to the breakup, collision, and coalescence of droplets. Amsden et al. [4] have proposed a computationally efficient fuel droplet heating and evaporation model, which is implemented into CONVERGE as a zero-dimensional approach. This model, however, ignores the important effect of temperature gradients in droplets, which leads to an overprediction of droplet evaporation times [3]. This drawback in the latter model has stimulated the development of a more advanced model that takes into account the effects of temperature gradient, species diffusion, and recirculation inside a droplet [5,6]. The discrete multicomponent (DMC) model (see [7–9] for details) was a response to those drawbacks. A distinctive feature of this model is that it considers the effects of temperature gradient, species diffusion, and recirculation inside droplets using the effective thermal conductivity (ETC) and effective diffusivity (ED) models [10–13].

In three-dimensional engine simulations, an earlier effort to implement the ETC model into KIVA CFD code was made by Abdelghaffar et al. [14]. They investigated the effects of heating and evaporation (using the DMC model) on the predicted amounts of fuel vapour and in-cylinder pressure in a diesel engine. This implementation was important for single component fuels but lacked the inclusion of the effects of liquid species diffusion in the case of multicomponent fuels. To our knowledge, there have not been any modelling studies to describe the characteristics of multicomponent droplets into CFD codes for a full-cycle simulation. In recent studies [15,16], the DMC model was used for the analysis of single droplet and spray evaporation, with the implementation of the ETC/ED models into ANSYS Fluent. The ETC/ED models form an important part of the DMC model, in which each component is accounted for without approximation. These studies motivated the work on this paper to perform a similar analysis for a wider range of fuels and for a full combustion cycle.

The results of the implementation of the DMC model into CONVERGE are reported in this paper. The customised version of this software, with the new ETC/ED models implemented via the user-defined function (UDF), is applied to the analysis of droplet heating and evaporation and the dynamics of hollow-cone sprays. The new software has been successfully used for performing engine simulations, with an emphasis on the accurate analysis of fuel sprays under PPCI engine conditions.

2. The Models

The ETC/ED models used in our analysis are described in [10,17]. The transient heat and species diffusion equations are solved analytically for a spherically symmetric droplet:

\[ \frac{\partial T}{\partial t} = \alpha_l \left( \frac{\partial^2 T}{\partial r^2} + \frac{2}{r} \frac{\partial T}{\partial r} \right), \]

\[ \frac{\partial Y_{li}}{\partial t} = D_l \left( \frac{\partial^2 Y_{li}}{\partial r^2} + \frac{2}{r} \frac{\partial Y_{li}}{\partial r} \right), \]

where \( T = T(r,t) \) is temperature; \( \alpha_l = \frac{k_l c_l}{\rho_l} \) is the liquid thermal diffusivity; \( \rho_l, k_l, \) and \( c_l \) are the liquid density, liquid thermal conductivity, and specific heat capacity, respectively; \( r \) is the distance from the droplet centre; \( t \) is time; \( Y_{li} = Y_{li}(r,t) \) is the mass fraction of species \( i \); and \( D_l \) is the liquid species diffusivity calculated using the Wilke–Chang approximation [5]. The thermal and mass diffusivities were replaced by the effective thermal/mass diffusivity to consider the recirculation inside the liquid droplet [18]. The droplet mass evaporation rate, \( \dot{m}_d \), is calculated as [18]:

\[ \dot{m}_d = -2\pi R_d D VB_M Sh_{iso}, \]

where \( \rho_v \) is the density of the mixture of vapour and air, assumed to be independent of the distance from the droplet surface; \( B_M \) is the Spalding mass transfer number; and \( Sh_{iso} \) is the isolated droplet’s Sherwood number, estimated following Abramzon and
Sirignano [19]; and $D_v$ is the vapour binary diffusion coefficient calculated using the Wilke–Lee formula [5,20].

3. Results

The model described in Section 2 has been implemented into CONVERGE via the user-defined function (UDF). The customised version of this software has been tested by comparing its predictions with the experiments performed by Daif et al. [21] using multicomponent fuel droplets. The results of the simulation of a hollow-cone spray of PRF65 fuel (65% iso-octane/35% n-heptane) will be presented, using the conventional version of CONVERGE based on the Amsden et al. model [4] and the customised version of this software. The full-cycle simulation of a PPCI engine is conducted, and the late injection timings are presented, using the customised version of the software with the new heating and evaporation model implemented into it.

3.1. Single Droplet

As a first step, the customised version of CONVERGE was used to reproduce the conditions of the experiment described by Daif et al. [21]. In this experiment, the initial droplet radius was 743 µm; the initial mass fractions of n-heptane and n-decane were 21.3% and 78.7%, respectively; droplet relative velocity was 3.1 m/s; and its initial temperature was 294 K, with ambient pressure and temperature equal to 0.101 MPa and 348 K, respectively.

The results predicted by CONVERGE with the new model, implemented via UDF, for the conditions of this experiment were compared with experimental data and the predictions of the model described in [4], which was implemented in the conventional version of CONVERGE. The results of this comparison are shown in Figure 1. In [4], it is assumed that the temperature and species distribution inside droplets are homogeneous, although they can change with time. As can be seen from Figure 1, the predictions made by CONVERGE with the new heating and evaporation model are very close to the experimental data. On the other hand, the predictions of this software with the conventional evaporation model show lower evaporation rates yielding larger droplets. This clearly demonstrates an improvement in CONVERGE prediction when the effects that were previously ignored are taken into account.

![Figure 1. Predicted and measured squared radii of the fuel droplets versus time.](image)

3.2. Spray Simulation

The customized version of CONVERGE was used to analyse a PRF65 hollow-cone spray. Its predictions were compared with the experimental data presented by Wang et al. [22]. A Lagrangian discrete parcel method was used, in which droplets of similar properties are grouped into parcels [23]. These parcels are then injected into the computational domain.
For turbulence modelling, the Reynolds averaged Navier-Stokes (RANS)-based renormalization group (RNG) k-ε model was used. The O’Rourke turbulent dispersion model, which accounts for fluctuating velocities, was used to model the effect of turbulent flow on the spray droplets. To describe the spray formation process, the modified Kelvin–Helmholtz and Rayleigh–Taylor (KH–RT) droplet breakup models were used, taking into account the contribution of the breakup length of the liquid jet \( L_b \); droplets were formed and allowed to breakup when the jet reached \( L_b \). Moreover, the dynamic drag model was used along with the no-time-counter (NTC) collision method, taking into account the post-collision regimes for better accuracy [24]. Injection velocities and droplet diameters are commonly calculated based on the nozzle diameter and mass flow rate [25]. This is the case for a solid-cone spray. However, an outwardly opening hollow-cone injector requires a more careful description of the process. The shape and area of the nozzle exit depend on the needle lift, which influences the injection velocities and droplet diameters (see Sim et al. [25] for the details). For the heating and evaporation of the droplet in spray, two models were used: that of Amsden et al. [4] (using the standard CONVERGE CFD tool) and the new model, which was implemented into CONVERGE via the UDF.

A property that is commonly targeted for spray behaviour is spray penetration length. PRF65 under 100 bar of pressure was injected into a chamber with an ambient pressure and temperature of 1 bar and 298 K, respectively [22]. This spray was modelled assuming that it was injected into still air in a cylindrically shaped constant volume chamber with a height of 106.5 mm and a diameter of 150 mm. For computational efficiency, a 4 mm base mesh size was used with an adaptive mesh refinement (AMR) to maintain the minimal cubic cell size of 0.125 mm. Fixed AMR embedding was maintained at the nozzle exit, while dynamic AMR was triggered by flow fields based on temperature and velocity gradients. The injection actuation duration was 0.3 ms, and the start of the injection was 0.012 ms after the end of this actuation. The whole injection took 0.36 ms, which includes an opening period of 0.02 ms and a closing period of 0.06 ms (these were observed experimentally [25,26]). The total injected mass was 10 mg. The ambient temperature and pressure were 298 K and 1 bar, respectively.

The breakup parameters in both the conventional and new versions of CONVERGE were adjusted to reach a good agreement between our predicted spray penetration and the experimental data of [22], as shown in Figure 2. These versions of CONVERGE used the same parameters, except for the evaporation models. A slight difference in penetration length was observed. The new version of CONVERGE predicted slightly shorter penetration. This was demonstrated in [12] where different fuels were tested for hollow-cone spray setup using the two evaporation models. In contrast, a larger difference is revealed in the vapour masses predicted by both versions of CONVERGE, as shown in Figure 3. As expected from the single droplet simulations performed in the previous section, the total masses of PRF65 vapour predicted by both versions of CONVERGE turned out to be significantly different. The version with the new model predicts higher evaporation rates due to the fact it predicts higher surface temperatures for the fuel droplets. This highlights the influence that the choice of droplet heating/evaporation model has on simulations of fuel sprays. An accurate prediction of the fuel vapour mass flow rate would allow the users to have a clearer idea of the start of combustion in mixing-controlled engines, which operate at relatively lower temperatures, as in the case of PPCI engines.
3.3. Engine Simulation

We investigated the effect of the accurate modelling of the heating and evaporation of fuel droplets on the values of chamber pressure as predicted by CONVERGE. The simulation results were compared with the results of experiments (inferred from [3]) using a PPCI engine running on PRF65. Those experiments were conducted on a single cylinder compression ignition research engine with a compression ratio of 17:1, with specifications as shown in Table 1. Injection was performed as a single pulse of fuel with an injection pressure of 300 bar from a seven-hole Bosch diesel injector with a 0.18 nozzle diameter and a BTDC (before top-dead-centre) 142° spray angle. To achieve PPCI, two injection timings were tested: 20° and 25° CA (crank angle) BTDC. The masses of the injected fuels were 9.6 mg and 10.3 mg, respectively, with an initial fuel temperature of 360 K. Injection durations were 5.04 CA and 5.41 CA, respectively. Changing the SOI (start of injection) from 25 to 20 BTDC was used to evaluate the effect of delayed injection on partially premixed combustion. At early injection timings, the air–fuel mixture is considered mostly homogeneous and combustion in this case is kinetically controlled. For late injections with low ambient temperatures, however, heating and evaporation processes in fuel sprays play a vital role in controlling the start of combustion.
Table 1. Engine specifications used in our model.

<table>
<thead>
<tr>
<th>Description</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bore</td>
<td>85 mm</td>
</tr>
<tr>
<td>Stroke</td>
<td>90 mm</td>
</tr>
<tr>
<td>Connecting Rod Length</td>
<td>138 mm</td>
</tr>
<tr>
<td>Compression ratio</td>
<td>17:1</td>
</tr>
<tr>
<td>Intake pressure</td>
<td>100 KPa</td>
</tr>
<tr>
<td>Intake temperature</td>
<td>298 K</td>
</tr>
<tr>
<td>Engine displacement</td>
<td>0.51 Litre</td>
</tr>
<tr>
<td>Bowl depth</td>
<td>10 mm</td>
</tr>
<tr>
<td>Number of valves</td>
<td>2 intake, 1 exhaust</td>
</tr>
<tr>
<td>Intake valve open (IVO)</td>
<td>30 CA BTDC</td>
</tr>
<tr>
<td>Intake valve close (IVC)</td>
<td>45 CA ATDC</td>
</tr>
<tr>
<td>Exhaust valve open (EVO)</td>
<td>50 CA BBDC</td>
</tr>
<tr>
<td>Exhaust valve close (EVC)</td>
<td>25 CA ABDC</td>
</tr>
</tbody>
</table>

The geometry of the computational domain was that of a real engine with the base grid chosen as 4 mm with fixed AMR embedding at the nozzle exit and dynamic AMR embedding in the fluid flow area, controlled by the velocity and temperature gradients, leading to a minimum cell size of 0.125 mm (see Figure 4). This is the same setup as in previous studies of the same engine and injector [3,27].

![Figure 4. Mesh used for the single cylinder engine during spray event showing AMR (adaptive mesh refinement) refining the grid.](image)

The RANS-based renormalization group (RNG) k-ε model was used for turbulence modelling. For spray modelling, the modified KH–RT breakup model and NTC collision model were used. For heating and evaporation, the version of CONVERGE with the Amsden et al. model [4] and the new model were tested. The multizone detailed chemistry combustion sub-model of SAGE was used [28], with a reduced PRF chemical kinetic mechanism composed of 56 species and 168 reactions developed by Liu et al. [29], representing gas-phase combustion kinetics.

The equivalence ratio and temperature contours at various crank angle locations in the vicinity of the piston are shown in Figures 5 and 6. Figure 5 shows that ignition starts for the case of SOI 20 right at the piston bowl surface. This is attributed to the high thermal conductivity of the hot piston surface and the swirling of air inside its bowl. As such, a high concentration of the fuel vapour (high equivalence ratio) is expected in this region (point A). Combustion starts at point A and spreads to the regions near the piston bowl surface where fuel vapour is abundant within flammability range.

In Figure 6, the contours of the temperature inside the engine cylinder are shown for the case of SOI 25. It is shown that ignition starts at a region near the piston bowl
surface (point B). Ignition is predicted to start earlier in the case of SOI 25 than SOI 20. This is attributed to the earlier injection, which allows fuel vapour to diffuse into the air trapped inside the cylinder to form a mixture ready to react once heated to its combustion temperature. Before performing combustion simulations, matching with the motoring curve of the unfired engine at 1250 rpm was achieved by adjusting the compression ratio of the engine to 15.7:1. This adjustment was made to consider the contribution of residual exhaust gases and blow-by. This allowed us to achieve an almost perfect agreement of the model predictions and experimental measurements, as shown in Figure 7.
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Figure 5. Cross-sections of the engine cylinder showing the temperature and equivalence ratio for SOI (start of injection) 20; the customised version of CONVERGE was used.
Figure 5. Cross-sections of the engine cylinder showing the temperature and equivalence ratio for SOI (start of injection) 20; the customised version of CONVERGE was used.

Figure 6. Cross-sections of engine cylinder showing the temperature and equivalence ratio for SOI 25; the customised version of CONVERGE was used.

Simulations were performed from the exhaust valve opening to the end of the expansion stroke of the cycle, using the same setup in both cases. Only the start of injection time and the injected mass were changed; these were taken from the experimental data. Cases run using both versions of CONVERGE could reasonably accurately capture the start of combustion as shown in Figures 8 and 9. At the same time, the peak in-cylinder pressure
is predicted much more accurately by the software with the new model, compared to its standard version (see Figures 8 and 9). These results are in good agreement with the results of Bertoli and Na Migliaccio [30] based on KIVA-2 simulations for a mono-component diesel spray and the ones presented in [14]. One can see that the difference in peak pressures predicted by the two CONVERGE versions is larger for the early injection stage than for the late injection. This agrees with our findings presented in [12] and highlights how important the new model is in the simulation of combustion processes in PPCI engines.

Liquid fuel mass versus time as predicted by both versions of CONVERGE are shown in Figure 10. The software with the new model predicts more fuel vapour, which leads to lower in-cylinder temperatures due to evaporative cooling. This is linked with the relatively low peak in-cylinder pressures, as predicted by the software with the new model compared with the software with the Amsden et al. model, as shown in Figures 8 and 9.

The difference in predicted vapour mass for both models increases at longer times, as shown in Figure 11. This agrees with the numerical predictions for vaporising sprays at different ambient conditions presented by Kabil et al. [12] using both heating and evaporating models. In the latter analysis, a spray of five-component light naphtha fuel surrogate at engine-like conditions was modelled.

![Figure 7](image1.png)

**Figure 7.** Matching between the experimental motoring curve and that predicted by CONVERGE with the new model implemented into it via UDF (user-defined functions).

![Figure 8](image2.png)

**Figure 8.** Comparison of in-cylinder pressures inferred from the experimental results, and the results of the simulation using the standard and customised versions of COVERGE at SOI 20 (CAD) crank angle in degrees BTDC (before top-dead-centre).
4. Conclusions

A new heating and evaporation model based on the analytical solutions to transient heat transfer and species diffusion equations was implemented into the commercial CFD software CONVERGE. The model was validated in the analysis of the heating and evaporation of a single droplet. The results predicted by CONVERGE with the new model
were found to be closer to the experimental measurements than those based on the built-in version based on the Amsden et al. model.

The customised version (using the ETC/ED models) and original version (using the Amsden et al. model) of CONVERGE were applied to analyse PRF65 hollow-cone spray penetration length. The predictions of both versions of CONVERGE were found to be similar, although some discrepancies between the predictions of the two versions of this software were shown in the vapour mass time history; the customized version of CONVERGE predicted higher rates of evaporation.

The simulation of a PPCI engine at late fuel injection timings was performed. The customised CONVERGE tool allowed us to better capture the peak in-cylinder pressure than the original version of the software. This was ascribed to the fact that the ETC/ED models could predict the size history of fuel droplets more accurately than the original software tool (using the Amsden et al. model). It also predicted higher droplet surface temperatures, which enhanced their breakup. The results of our numerical simulations highlight the importance of properly describing the physical processes in fuel and biofuel sprays, especially in partially premixed combustion engines.
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