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ABSTRACT 

In recent years, the exploration of new combustion technologies has accelerated due to new 

stringent emissions regulations and fuel economy requirements. Virtual engineering tools, 

that enable the screening of non-traditional hardware and engine calibration at the early stage 

of engine development, have become imperative to meet new emission regulations. In the 

current engine development process benchmarking and historical test data, are used to carry 

out simple 1-D engine system calculations and define the overall engine concept design. 

Later, to provide a definitive design ready for prototyping, more complex Computational 

Fluid Dynamics (CFD) calculations are coupled to 1-D engine system codes to optimise 

initial concept geometries and high-level calibrations. However, to provide meaningful 

results, 1-D engine system codes often use empirical based combustion models that require 

an initial input, called engine burn rate. Realistic engine burn rate responses, for the entire 

engine map and for different design concepts, are also required to provide 3D CFD codes 

with correct boundary conditions during the design optimisation phase. Thus, the engine 

burn rate of new combustion technologies, for which little experimental data is available, 

need to be initially assumed. To improve the predictive capabilities virtual engine 

development processes, the industryôs attention shifted towards Quasi-Dimensional (Q-D) 

combustion models capable of providing engine burn rate predictions. However, within the 

Q-D modelling framework, turbulence models, adding extra user-input variables, are 

required to capture the effect of different combustion chamber geometries on the engine 

combustion rate. Rigorous validation of Q-D turbulence models for different engine 

concepts and engine maps is needed to enable Q-D combustion models to predict the engine 

burn rate. Therefore, an alternative methodology characterised by limited dependency on 

previous test data is required to enhance the exploration of novel combustion strategies and 

geometric architectures. 

In this thesis, an alternative engine development process that uses a combination of a Q-D 

combustion Stochastic Reactor Model (SRM), a 1-D engine system model and non-

combusting, ñcoldò CFD calculations, is proposed. The SRM code captures the combustion 

chemistry in a computationally efficient manner but does not capture in isolation geometric 

variables such as port and piston geometry. To account for that, the approach uses limited 

non-combusting CFD baseline calculations to characterise the engine in-cylinder flow of 

each screened engine concepts. A physics-based scaling factor response was developed and 
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used to provide the SRM with the correct turbulence input, known as scalar mixing time 

(ŰSRM). The response was assessed against four different engine variants over a variety of 

engine operating conditions. The same response was used to predict the effect of different 

bore to stroke ratios (B/S) on the engine combustion rate and knock tolerance. Non-

combusting CFD and 1-D engine system simulations have been carried out to investigate the 

effect of different engine variants and operating conditions on the in-cylinder turbulence. It 

was shown that ŰSRM of different operating conditions can be scaled to the intake flow 

velocity predicted by 1-D engine system analysis. This allows to predict the engine RoHR 

at the explored engine variants and operating conditions within the experimental standard 

deviation. The presented methodology showed augmented predictive capabilities and has 

potential to move the engine development towards a less hardware dependent approach for 

the exploration of new engine concepts.
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1 INTRODUCTION  

1.1 THE INTERNAL COMBUSTION ENGINE  

The Internal Combustion Engine (ICE) is defined as a machine where the combustion of a 

fuel mixed with air releases thermal energy, which is then transformed into useful work. 

ICEs rely on thermodynamic, chemical processes and mechanics principles to deliver their 

work and are one of the most used and efficient source of power for transportation either 

commercial or private [1, 2]. The fundamental phenomenon of any ICE is the combustion 

process, occurring between the fuel and the air, that releases thermal energy. Thus, the main 

objective of ICEs is to repeatedly and efficiently exploit the energy released from the fuel 

oxidation [1-3]. Different ICE configurations were proposed over the years. The most used 

ICE variant is characterised by a slider-crank mechanism that transforms the cyclic motion 

of a piston into a rotating motion of a crankshaft. The major ICE components are summarised 

in Figure 1 [3]. Due to the movement of the piston, the volume of the combustion chamber 

varies from a minimum, when the piston is located at top dead centre (TDC), to a maximum, 

when the piston is located at bottom dead centre (BDC). The distance travelled by the piston 

between BDC and TDC is referred to as the engine stroke. There are two main commercially 

available ICE types: spark ignition (SI) engines, where a spark is required to ignite the fuel, 

and compression ignition (CI) engines, where a spontaneous ignition is caused by the change 

of the in-cylinder state during compression [1, 2]. The research reported in this thesis is 

focussed on the petrol fuelled SI engines. 

 

Figure 1: Major components of an Internal Combustion Engine as reported in [3]  
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1.1.1 The Spark Ignited Combustion Engine  

SI engines are simple, light weighted and cheap to produce [1, 2]. They are very resilient 

machines and their application can vary from cars and motorcycles, to chainsaws and 

gardening tools. The main disadvantage of SI engines, compared to other ICEs, is the lower 

thermal efficiency. However, SI engines are attractive thanks to their power-to-weight ratio, 

competitive manufacturing cost and very low combustion emissions. In a homogeneous port 

injected naturally aspirated SI engine, a charge of pre-mixed air and fuel, is drawn in the 

cylinder through the intake valve during the intake stroke. The term homogeneous refers to 

the intake charge mixture that, before the combustion process occurs, is characterised by the 

same proportion of air and fuel. The term port-injected indicates that the fuel is injected in 

the intake port rather than directly into the combustion chamber through a high-pressure 

injector. Lastly, the term naturally aspirated is used when the engine draws the fresh intake 

charge into the cylinder at atmospheric pressure. When a compressor is used to increase the 

intake charge density, the engine will be referred to as supercharged, if the compressor is 

driven by the engine crankshaft. Instead, the engine will be referred to as turbocharged, if  

the compressor is driven by the energy recuperated from the engine exhaust. Regardless the 

engine configuration, the compression of the intake charge is considered concluded, once 

the charge is introduced in the cylinder and the intake valve is closed. In SI engines, the final 

compression temperature remains below the auto-ignition threshold value, so that an ignition 

spark is required to start the combustion process [4]. Combustion characteristics and 

resulting engine performance are primarily determined by the flame velocity [4]. The 

stability of the combustion process is dependent on the ignition system ability to ignite the 

mixture at a predetermined time (spark timing) during transient operating condition. 

Unreliable ignition and uneven mixture formation across different cylinders may cause 

significant variation in the resulting combustion [2, 4]. Initial thermal reactions, occurring 

due to the external energy of the ignition spark, initiate the kernel development process 

which leads to the flame development [4]. The energy released during combustion is 

commonly known as Rate of Heat Release (RoHR). The RoHR of SI engines mainly depends 

on the combustion regime, the ignition timing and the combustion speed. Combustion speed 

is determined by diffusion processes in the flame front together with the in-cylinder 

turbulence [1, 4-6]. In SI engines, turbulence level and flame velocity can be influenced by 

different factors including the combustion chamber shape, inlet manifolds design and 

mixture formation. Low fuel consumption and high efficiency are generally promoted by 
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fast combustion. Moreover, the heat release location in respect to the piston position is also 

key for the engine performance. For instance, if most of the heat is released too early in the 

engine cycle, wall heat losses and mechanical losses may increase. On the other hand, if the 

heat is released too late in the engine cycle, the energy is inefficiently transformed into work 

[4]. Thus, the engine RoHR and its response to different engine characteristics needs to be 

known at the early stage of engine development, to allow to design new engines. 

1.2 THE EARLY STAGE OF ENGINE DEVELO PMENT PROCESS  

In this paragraph, an overview of the early concepts screening phase of a new engine 

development is proposed. The whole engine development process is not relevant for the 

scope of the thesis and thus will not be covered. Further details on this topic can be found in 

[3]. An overall simplified flowchart of the early stage of engine development is shown Figure 

2. Firstly, the initial engine concept is defined using experience guidelines and future 

applications (see Paragraph 1.2.1). The concept design is later reviewed screening different 

engine geometries and attributes to define the ñfirst buildò design (see Paragraph1.2.2).  

 

Figure 2: The early concepts screening phase of engine development. 
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1.2.1 Initial engine concept definition  

This phase can be split into the following overall steps: concept selection, thermodynamic 

and mechanical calculations [3]. 

Concept selection 

In this phase of the engine development the engine future applications need to be fully 

understood before the engine development can begin. Performance targets, including rated 

power and peak torque are key characteristics to be considered during this phase. Moreover, 

expected engine life, fuel consumption, cost and weight are among other attributes that need 

to be accounted in this initial phase of the development [3]. 

Thermodynamic calculation 

Depending on the data gathered in the previous phase the combustion system configuration 

is selected e.g. diesel or gasoline engine? Engine performance targets are used to carry initial 

analysis to define the required engine displacement. The engine displacement depends on 

the air flow required to achieve complete combustion and thus, depends on the fuel 

consumption targets. Therefore, an initial analysis on the fuel efficiency and the engine 

volumetric efficiency is required. Moreover, comparison between small displacement, 

coupled with intake air chargers, and larger displacement is necessary. Details on the engine 

displacement calculation can be found in [1-3]. In this phase of development, the number of 

cylinders and the bore to stroke ratio must also be determined. The overall future layout and 

the engine performance are equally important and need to be considered during this phase 

of development. For instance, any given displacement, may meet the fuel consumption target 

but not mechanical restrictions imposed by the application (e.g. motorcycles). 

Mechanical calculation 

This phase of the engine development focusses on the overall engine layout, including 

cylinders configuration and dimension of the engine compartment. Cost, complexity, engine 

speed range and serviceability requirements must be considered to finalise the initial engine 

concept design. The engine displacement and overall configuration e.g. cylinders layout and 

bore to stroke ratio need to be fixed to provide a basis for the next steps of the development 
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[3]. Moreover, these geometrical features of the future engine need to be definitive to begin 

the tooling procurement. Changes in the engine displacement and in the bore to stroke ratios 

are still possible in the next development phase (see Figure 2) but would be not feasible later 

in the development process.  

1.2.2 Initial engine concept review  

In this paragraph the second phase of the engine development in Figure 2 will be introduced. 

It is important to highlight that, the initial engine development phase, in which the first 

design concept is defined, takes around 4 weeks [3]. Once critical engine dimensions are 

determined, the review of the concept can start. Discussions with experts in the field and 

Hoagôs work [3] suggest that this stage of development should take between 2 and 3 months. 

Thermodynamic layout  

This phase of the engine development aims to design the intake and exhaust system, 

optimising the engine combustion chamber and air handling before the hardware is available. 

Valve dimensions and timing are also defined at this stage. 1-D engine system tools e.g. 

WAVE or GT-Power are used to carry engine cycle simulations. CFD flow calculations, 

focussing on specific attributes e.g. spray patterns may also be used to aid the design of the 

new engine [3]. This thesis focusses on improving this part of the engine development 

process. Further details on the virtual engineering tools used during this phase of engine 

development can be found in Paragraph 1.3. 

Mechanical analysis  

In parallel with the previous phase structural tools are used to carry analysis aimed to 

highlight potential challenges in the future hardware manufacturing process. The main 

objective of structural analysis in the early concept development is to reduce the overall 

development time and cost [3]. This part of the engine development is not covered in this 

thesis. 

1.2.3 The Current Virtual Engine Development Process  

In this paragraph the engineering tools available and currently used during engine 

development will be introduced. The main goal of modelling the physics occurring within 
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ICEs while the hardware is not yet available is to predict their future performance aiding the 

early concept design process. Later in the development process, modelling tools can also be 

used to reduce testing efforts during the engine calibration. Therefore, virtual engineering 

tools have become an imperative for an efficient engine development process. There are 

different numerical approaches commercially available that allow to model the physics 

occurring in ICEs. However, depending on the chosen approach the accuracy of the results 

and the required computational time will vary [7]. Computational methods, that model all 

the physical 3-D scales occurring in ICEs without any simplification, are known as Direct 

Numerical Simulation (DNS). DNS can rarely be used during engine development due to 

the prohibitive computational time. For instance, with current numerical capabilities, a 

single, full-scale simulation of just a combusting spray with a DNS approach can take up to 

weeks on a supercomputer [1, 3, 7]. Thus, assumptions, simplifying the physics occurring in 

ICEs, are necessary to shorten the computational time to a value that can be considered 

practical during engine development. Simplified numerical approaches such as Large Eddy 

Simulations (LES) can be used to reduce computational runtimes. However, the 

computational time related to LES and RANS is still considered unfeasible at the concept 

stage of engine development (see Paragraph 2.1.2 for further details). Faster analysis can be 

achieved using the Reynolds-Averaged Navier-Stokes (RANS) framework. However, 

RANS introduces modelling simplifications that result in increased dependency of modelsô 

performance on initial tuning that, at the concept stage of development, cannot be carried 

out due to the limited experimental data available [1, 2, 7]. RANS CFD analysis can be used 

later in the development process, once the first concept design is determined, to optimise 

specific engine attributes (e.g. spray patterns) [8]. Therefore, 1-D engine system codes (e.g. 

WAVE or GT-Power) characterised by  short runtimes (e.g. engine cycles/min [9]) are used 

to define the overall concept characteristics of new combustion systems during the initial 

concept design review phase of engine development. However, to provide useful results, 1-

D codes require an initial engine rate of heat release (RoHR) input that can be either 

empirically derived or assumed from historical test data. For a given engine concept the 

overall performance is influenced by the RoHR that is function of different engine operating 

conditions and calibrations. Therefore, to predict engine performance using 1-D engine 

tools, the engine RoHR and the effect of different engine attributes on this characteristic 

needs to be known in advanced.  
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Figure 3: Gap in the RoHR predictive capabilities in the current virtual engine development process  

Empirical based combustion models within 1-D engine system codes are an often used 

solution to provide the initial RoHR [1, 7, 9]. Over the years the effect of different engine 

attributes on the RoHR was investigated and correlations, based on historical experimental 

data, have been built. Figure 3 shows a high-level schematic of a virtual engine development 

based on 1-D engine system that uses empirical based combustion models to predict the 

engine RoHR. Processes similar to Figure 3 can provide useful insights on the effect of 

known attributes and overall engine concepts on the RoHR. However, these processes fail 

to predict the burning characteristic of novel engine design due to the initially assumed 

burning rate characteristic. The assumed RoHR can be reviewed accordingly to the screened 

concept, only if the effect of the new design on the burning characteristic is already known. 

Recent emissions regulations have pushed the exploration of new complex engine 

characteristics, novel overall design, and alternative fuels. Therefore, the RoHR of new 

products, for which little or no historical experimental data is available, needs to be known. 

New, fast, and more efficient virtual development processes, capable of predicting the initial 

RoHR, are required to aid the development of new engines concepts and ensure that 

customers and new market requirements are successfully met. The physics influencing the 

engine RoHR need to be captured and modelled to predict the burning characteristics of new 

combustion systems and decrease the development process dependency on historic test data. 

Combustion models, to be suitable in the early development stage, should discriminate 

between different hardware design, operating conditions without the need of tuning at each 

explore scenarios. Furthermore, due to the shortening of the time to bring product to market, 

running times comparable to 1-D engine system codes are required (i.e. minutes per engine 

cycles[9] ).  
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1.3 AVAILABLE SOLUTIONS TO IMPROVE THE VIRTUAL 

ENGINE DEVELOPMENT  

1.3.1 Virtual Engine Development Processes based on CFD Combustion 

Models  

 

Figure 4: Generic ideal engine development process 

Figure 4 shows an example of an ideal engine development process for SI engines. 

Benchmarking and experience-based guidelines on the left-hand side box are used to select 

initial overall combustion system geometries. The initial proposed engine design is explored 

targeting the main engine performance parameters. Later, valve events, ports geometries, in-

cylinder flows, and intake charging systems are virtually assessed and optimised within the 

1-D engine system modelling framework. The change in-cylinder air motion resulting from 

different engine design (e.g. intake ports) and operating conditions is then analysed through 

DNS Computational Fluid Dynamics (CFD) calculations and the initially assumed engine 

concept is updated accordingly. Moreover, for each of the explored engine configurations, 

DNS combustion calculations are carried out to predict the effect of each explored concept 

on the engine burn rate. Therefore, the approach shown in Figure 4 is effectively an example 

of a fully predictive development process. Different simulation frameworks exchange 

outputs to automatically converge to an optimal solution that meets the desired targets. 

However, simulation run times and associated costs make the approach in Figure 4 

unsuitable [7]. A simplification of the DNS simulation framework, widely known as 

Reynolds-Averaged-Navier-Stokes (RANS) CFD, have been developed to reduce 

combustion simulation times but at cost of accuracy[7]. Simulation results within this 
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framework rely on multiple user-defined variables which need validation to extended 

operating conditions to be considered predictive. Different studies have tried to enhance 

RANS simulations predictive capabilities by investigating input-variables sensitivity [10, 

11]. Run times and required resources are still unacceptable for virtual hardware screening 

and calibration at a powertrain system level. Thus, at the time this document was written, a 

virtual engine development process comparable to Figure 4 couldnôt be considered feasible 

for the scope of this study.  

1.3.2 Virtual Engine Development Processes based on Q-D Combustion Models 

Q-D combustion sub-models, within the 1-D engine modelling framework, are often adopted 

to carry out combustion analyses while meeting restrictive development times. Simplified 

combustion models, adding a level of complexity compared to the empirical approaches, 

were demonstrated to accurately predict the engine RoHR [12-17]. Within these combustion 

models the physics influencing the engine RoHR is partially captured to avoid the need of 

predetermined combustion rates[12]. Most of the currently available Q-D SI combustion 

models divide the in-cylinder mass into a burned and unburned zone depending on the flame 

front propagation [12]. In the complete absence of turbulence, the flame front speed, and 

thus, the engine burn rate, would only be dictated by the fuel laminar flame speed [5, 6]. 

However, the speed at which the flame front propagates mainly depends on the in-cylinder 

turbulence. Therefore, combustion predictions with these models rely on an initial turbulence 

characteristic input that can be either experimentally extracted or derived by extra 0-D 

turbulence models. However, due to the complex three-dimensional nature of in-cylinder 

flow, most of the available 0-D turbulence models still fail in correctly predicting the effect 

of different geometrical effects on the in-cylinder turbulence processes (see Paragraph 2.5).  

1.3.3 Virtual Engine Development Processed based on Q-D and CFD models 

Simplified Q-D combustion models offer run times that are suitable for the virtual screening 

of engine concepts. However, these combustion models require extra 0-D turbulence models 

to correctly predict the engine RoHR. An alternative solution, replacing 0-D turbulence 

models with turbulence data derived from CFD analysis and applied to a Stochastic Reactor 

combustion Model (SRM), was explored by Pasternak in [18, 19]. Stochastic Reactor Model 

is a Q-D combustion model that uses probability density functions (PDFs), applied to 

turbulent flows to capture the flow inhomogeneities [20-25]. PDFs are used in the SRM to 

account for the turbulence-chemistry interactions and allows the combustion processes to be 
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predicted [19, 23] (see Paragraph 2.4 for further details). The methodology proposed by 

Pasternak used an SRM combustion model to capture the combustion chemistry in a 

computationally efficient manner and CFD analysis to predict the effect of geometric 

variables on the in-cylinder turbulence. However, due to the high computational time and 

cost associated with multiple CFD runs, one for each explored scenario, this approach is 

effectively impractical for virtual engine development. Results in [19] suggested that, if the 

effect of any given engine geometry on the in-cylinder turbulence was characterised through 

CFD analysis, simple turbulence responses, comparable to turbulence models, could be used 

to predict the change in the turbulence characteristics to engine operating points. 

1.4 THE WORK DONE  

Figure 5 shows the methodology developed to predict the RoHR of SI engines at the concept 

stage development. The process is split in three different simulation levels as follows:  

¶ Single non-combusting CFD analysis, one for any explored hardware, to characterise 

geometrical effects on the in-cylinder turbulence.  

¶ A 1-D engine system model that accounts for the engine air handling.  

¶ A Quasi-Dimensional (Q-D) model, specifically, an SRM model, that predicts the 

key engine performance parameters and the engine RoHR. The SRM combustion 

model was selected among others due to its capability to account for the in-cylinder 

inhomogeneities and the use of chemical kinetics library. However, any other 

combustion model with similar capabilities could be implemented in this 

methodology.  

A new turbulence response was developed to predict the in-cylinder turbulence changes to 

different engine operating conditions and high-level engine calibrations (see definition in 

Paragraph 1.4.1). The in-cylinder turbulence characteristicsô evolution (see definition in 

Paragraph 1.4.1) against the crank angle are assumed to be only function of the engine 

geometry. Different operating conditions and high-level calibrations affect the magnitude of 

these characteristics. The change in the turbulence magnitude to these engine attributes is 

consistent across different engine concepts and is assumed to be function of the intake charge 

flow speed.  
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The following steps describe how different numerical models and the new turbulence 

response exchange inputs between each other allowing to predict the engine RoHR for 

different engine concepts  

1. Initial concept design is selected and input for numerical models are gathered. 

2. The in-cylinder turbulence of a given concept is derived from a single non-combusting 

CFD analysis at a given operating condition. 

3. Q-D combustion analysis is carried out using the CFD derived in-cylinder turbulence 

input. This provides boundary conditions (BCs) for the 1-D engine system analysis. 

4. 1-D system analysis is carried out at a new given operating condition. The CFD derived 

in-cylinder turbulence is scaled accordingly to the change in the 1-D intake charge flow 

speed. 

5. Combustion analysis is carried out using the scaled in-cylinder turbulence input and BCs 

for the 1-D model are reviewed until convergence is reached. Steps 4 and 5 are repeated 

for any explored operating condition and high-level calibration. 

6. If different engine concepts are explored, a new non-combusting CFD analysis is 

necessary for each explored solution and steps from 3 to 5 are repeated. 

 

Figure 5: Schematic of proposed virtual engine development process 

1.4.1 Terminology 

The terms engine operating conditions, engine high-level calibrations and turbulence 

characteristics will be used throughout this thesis. A definition of each of these terms is 

reported below. 

Engine operating conditions  
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This term refers to any point in the engine operating map defined by engine speed, load. 

Experimental data used for this thesis is all characterised by lambda=1. 

Engine high-level calibration  

Different engine attributes can be varied to achieve desired performance and consumption 

targets at any given engine operating condition. The optimisation of these attributes is called 

engine calibration. Engine calibration is carried out once the first prototype is available and 

operating conditions have been characterised [3]. This research focusses on the RoHR 

prediction at the concept stage of development when the hardware is not yet available. 

Therefore, complete engine calibration cannot be carried out. However, some attributes, 

defined here as ñhigh-level calibrationò are explored. These attributes are: 

¶ Valves timing  

¶ Spark timing  

¶ EGR ratios  

¶ Fuel injection timing. 

In -cylinder turbulence characteristics  

In this thesis the following terms are referred to as turbulence characteristics.  

¶ Turbulence intensity 

¶ In-cylinder tumble 

¶ Turbulent kinetic energy 

¶ Turbulent dissipation rate  

Explanation of each of these terms can be found in Chapters 4 and 6. In Chapter 6 the mean 

in-cylinder flow velocity is also referred to as ñturbulence characteristicò.  

1.4.2 Aim & Objectives 

The aim of this thesis is to develop and implement a practical process that predicts the engine 

RoHR at the concept (early) stage of development. During this phase, a methodology that is 

fast and requires minimum experimental data is required. The objectives of this thesis are 

listed below: 
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1. Identify potential simulation tools for the engine RoHR prediction and select those 

compatible with data and timeframe available during the concept stage of SI engine 

development. 

2. Identify physics (i.e. flame development and turbulence) that needs to be modelled to 

predict the engine RoHR. 

3. Define modelling methodology that uses available key inputs and assumptions (i.e. 

turbulence modelling) to predict the RoHR during the concept stage of SI engine 

development.  

4. Verify validity of assumptions (i.e. turbulence modelling) through CFD analysis. 

5. Implement process and validate predictive capabilities against experimental data for 

different engine operating conditions, calibrations, and concepts. 

Engine burn angles is the industrial units used to analyse engine combustion rates within the 

automotive industry. Therefore, the two following metrics were used to assess the 

methodology predictive capabilities. If available, experimental engine RoHR traces can also 

be used.  

¶ Predicted burn angles, compared to experimental (averaged) values, are expected to 

fall within the experimental standard deviation. 

¶ Burn angle prediction confidence interval of ±2 °CA from experimental (averaged) 

is expected. This interval was defined following industrial guidelines and 

corresponds to a standard criterion used to assess new modelling frameworks.  

1.4.3 Research Questions  

Simplified combustion models, that partially capture some of the physics influencing the 

engine RoHR are commercially available. However, the accuracy of their results depends on 

an initial turbulence input. Results in [19] showed that, simple turbulence responses can be 

developed to manipulate an initial CFD derived turbulence characteristic. Such approach 

would benefit of the CFD capability to account for the geometrical effects on the in-cylinder 

turbulence. Figure 5 shows that a single non-combusting CFD analysis is used to characterise 

the in-cylinder turbulence characteristics of a given engine geometry. This assumes that the 

turbulent characteristics curves against the crank angle are only function of the engine 

design. The effect of different engine variants on the in-cylinder turbulence was analysed to 

answer the following question: 
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ñCan the in-cylinder turbulence characteristics be considered bound only to the given 

engine overall design?  

The effect of different engine operating conditions and high-level calibrations on the in-

cylinder turbulence was analysed following research question below:  

What are the turbulence characteristics necessary to be numerically resolved to correctly 

predict the engine RoHR at different engine operating conditions?ò. 

1.4.4 Thesis Contributions  

In this thesis a new methodology based on three different modelling frameworks was 

developed to predict the RoHR of different gasoline engine. The process uses a new 

turbulence response that allows to provide realistic RoHR predictions for different engine 

variants throughout the engine map. This response scales the key turbulence input of the 

SRM combustion model to the intake charge velocity. To the authorsô best knowledge, this 

scaling factor is new and has never been proposed before. The main findings of this research 

can be summarised as follows. 

1. The overall shape of the in-cylinder turbulence characteristics, against the crank 

angle, is bound only to the given engine geometry. Changes in the turbulence 

characteristicsô shape, against the crank angle, can be neglected when predicting 

the engine RoHR using an SRM combustion model in response to changes to engine 

calibration.  

The non-combusting CFD in-cylinder turbulence analysis confirmed that, the main 

turbulence characteristicsô shape against the crank angle, for a given engine design, e.g. the 

Turbulent Kinetic Energy (k), can be considered constant for different engine operating 

points. Engine geometries are the main factors that influence the in-cylinder air motion and, 

consequentially, the shape of k, or any other considered characteristic, against the crank 

angle. Thus, the turbulence characteristic needed for the SRM combustion model can be 

characterised by limited non-combustion CFD calculations for any given engine hardware. 

Details of the CFD analysis can be found in Chapter 6. 

2. Different engine high-level calibrations affect the overall turbulence characteristicsô 

magnitude but not the shape against the crank angle. The change in the turbulence 

characteristicsô magnitude in response to changes to engine operating conditions 

and calibrations can be scaled on the intake charge velocity.  
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A new turbulence response, based on the changes in the intake port flow velocity to engine 

operating point, predicted by the 1-D engine system code (WAVE), was developed. The 

response was used to scale CFD derived in-cylinder turbulence characteristics of any given 

engine geometry and provide the SRM combustion model with the necessary input to predict 

the engine RoHR at different engine operating conditions and calibrations. Details of the 

developed turbulence factor can be found in Chapter 5.  

3. The methodology developed can be extended to any Q-D combustion model with 

characteristics similar to the code chosen for this research. 

The developed methodology uses CFD calculations to capture the effect of any given engine 

geometry on the in-cylinder turbulence characteristics. Later, CFD derived turbulence 

characteristics are scaled on the intake charge speed velocity to provide the Q-D combustion 

model with the necessary input and predict the effect of any engine operating point at a given 

engine design. Currently, all commercially available Q-D combustion models require a 

turbulence input so that the methodology developed in this thesis can also be used with any 

chosen Q-D model. It is expected that, the initial turbulence multiplier, defined in the initial 

calibration phase (see Chapter 5), will change with the chosen Q-D combustion model. 

However, since the physics governing the turbulence is captured, once the Q-D combustion 

model is correctly calibrated on a baseline engine, the methodology developed in this 

research can be applied.  

1.4.5 Thesis focus and limitations  

This thesis focusses on the engine RoHR prediction at the concept stage of engine 

development (see Paragraph 1.2). Engine characteristics typically investigated during this 

stage are: 

¶ Ports and manifolds designs  

¶ Charge induction strategy (NA vs Turbo) 

¶ Fuel injection strategy  

¶ Intake/Exhaust valve overall strategy 

¶ Charge dilution 

The effect of the above characteristics on engine RoHR and knock is predicted with the 

developed methodology. However, the effect of engine characteristics explored later in the 

developments process (e.g. during engine calibration) may not be captured with this 
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methodology. For instance, engine turbocharging and valve strategies can result in the ñblow 

throughò phenomenon [2, 26] that affects the portion of the intake charge that is trapped in 

the cylinder. This is likely to influence the turbulence characteristicsô curve shape against 

the crank angle. Further work is required to assess the methodology predictive capabilities 

outside the scope of applications for which it was designed (i.e. concept stage of 

development). Processes such as [27, 28] can be used for this purpose.  

The transient effect of real-life engine operating conditions is not accounted in this 

methodology. This limitation could be overcome by discretising transient conditions and 

providing the SRM with AFR and residuals swings that are representative of transient 

conditions. At the time this document was written this solution had not been assessed.  

The computational time associated with CFD analysis can also be considered a limiting 

factor when runtimes are compared with current empirical base engine development process. 

CFD representative run times for different applications, indicating the burden of the CFD 

analysis are available in Paragraph 2.1.2. 

1.5 FUTURE WORK   

The methodology developed for this thesis is based on a new turbulence response factor that 

scales CFD derived turbulence characteristics, of any given engine concept, to the intake 

charge flow velocity, predicted by a 1-D engine system code. Thus, changes in the flow 

speed, which is the physics governing the turbulence, are used to reproduce the in-cylinder 

turbulence of any engine operating point. Validation over a wide range of conventional and 

unconventional engine concepts and high-level engine calibrations is required to consider 

the developed methodology a practical solution for new engines development. However, 

non-traditional combustion concepts, attributes and combustion strategies (i.e. water 

injection and lean combustion) were not investigated due to limited experimental data 

available. The vision is that the solution developed in this thesis will aid the development of 

the next generation of gasoline ICEs which, unless of a major technological breakthrough, 

are set to be part of our lives at least until 2050 [29, 30]. Therefore, an interesting expansion 

of this research would be the exploration of alternative fuels. Detailed chemical kinetics 

library, available within the chosen SRM, can be used to explore the engine RoHR from 

different combustion regimes. Depending on the SRM capability to cope with new fuel 
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mixtures, the developed turbulence response is expected to perform well since the governing 

turbulence physics are captured.  

1.6 THESIS STRUCTURE  

Figure 6 shows the overall outline of this thesis highlighting the path followed during the 

research.  

 

Figure 6: Overall thesis outline 

The initial chapter of this thesis introduces the gap in the knowledge covered by this research 

(i.e. the engine RoHR prediction in the concept stage of development). Thesis objectives, 

scope of applications and research questions are also presented in this chapter. A critical 

overview of different modelling approaches for the engine RoHR prediction is presented in 

the following chapter (Chapter 2). Physical processes governing the SI RoHR and 

fundamental assumptions developed for this research are also presented here. Chapter 3 

presents the experimental data used in this research. 1-D and CFD modelsô characteristics 

are briefly introduced in Chapter 4. Detailed review of the SRM models is also available in 

this chapter. The methodology chapter (Chapter 5) presented the modelling workflow and 

the turbulence scaling factor developed in this research. Chapter 6 presents the non-

combusting CFD analysis carried out to verify the hypothesis of this work. The methodology 



 

18 
 

validated on different engine maps. Combustion prediction comparison with experimental 

data is shown in Chapter 6
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2 L ITERATURE REVIEW  

2.1 THE PROBLEM  

During the early stage of engine development different engine attributes are virtually 

screened to investigate their effect on the future engine performance. Due to the limited 

available time, pre-determined RoHR and empirical based combustion models, coupled with 

1-D engine system codes (WAVE or GT-Power) are used to predict the engine burning rate 

response to different engine configurations. However, the following problems are embedded 

in this approach: 

1. 1-D engine simulations are carried out to investigate the effect of different design 

configuration on the RoHR. However, 1-D codes, to provide useful analysis require 

an initial RoHR that is derived from previously designed engines. Therefore, the 

engine RoHR is not predicted and 1-D analysis results depend on the initial 

assumption. 

2. Empirical based combustion models have been developed to accommodate the 

change in the physics influencing the engine burning rate and to predict the change 

in the RoHR to known attributes and configurations. However, this approach fails to 

predict realistic responses when engine design attributes, outside the validated range, 

are screened. Therefore, an alternative modelling framework which can predict the 

engine RoHR for different engine configurations and attributes is needed to improve 

the virtual engine development process.  

2.1.1 The Current Rate of Heat Release modelling approach  

In this paragraph a review of the approach currently used to model the engine RoHR during 

the early stage of engine development will be reviewed. Initial questions regarding the 

accuracy of this methodology will also be raised. To this day, the industrial standard for 

virtual engine development is carried out within 1-D engine system codes (e.g. WAVE or 

GT-Power) and empirical based 0-D combustion models (see Paragraph 1.2.3). Figure 7 

shows a schematic flowchart of a virtual engine development process based on 0-D 

combustion models. An initial engine burning characteristic needs to be assumed. Later, the 

effect of different operating points on the engine burning rate shape is accommodated using 
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physical data from a previous engine and a suitable empirical correlation. Thus, overall 

engine performance predictions depend on the initial engine burning rate assumption. Within 

0-D combustion models the physics affecting the engine burning characteristic are not 

modelled [1]. The Wiebe equation reported below (see Equation 1) is the most known 

example of an empirical SI engine combustion model [1, 2]. Wiebe parameters including the 

Start of Combustion (SoC) and the burn duration (CA10-90), need to be known in advance 

for different hardware (i.e. port, combustion chamber and injector geometry) and engine 

characteristics. Therefore, Wiebe constants must be tuned accordingly to achieve accurate 

combustion predictions. This simplified approach provides good RoHR predictions in 

situation in which new combustion systems have similar characteristics to existing ones and 

thus pre-defined combustion rates can be similarly derived in relation to different engine 

characteristics. 

ὼ— ρ ÅØÐὥ   

Equation 1: Wiebe function 

Where  ὼ— is the mass fraction burn at crank angle ◒, ◒0 is the crank angle at the start of 

combustion, ȹ◒b is the combustion duration and a and m are user input constants. The 

accuracy of the results of an engine development process based on an empirical based 

combustion model, depends on the initial assumption regarding the engine burning rate and 

on the validity of the chosen empirical correlation. In the past years this approach provided 

good results since most of the engine were derived from experimental data on existing 

concepts for which pre-existing 0-D combustion models were calibrated [1]. Recent studies, 

have used alternative 0-D combustion models [31], including neural networks [32], to 

develop real-time system engine system control. These approaches can provide RoHR 

prediction within an acceptable error thanks to the initial model calibration on benchmarked 

test data. However, this kind of experimental data is not available during the early concept 

screening phase of engine development. Thus, questions related to the accuracy of virtual 

engine development processes based on 0-D combustion models can be raised and 

summarised as follows: 

1. How can the initial engine burning rate of new engine concepts be derived with 

enough accuracy?  

2. How can the engine burning rate response to new engine calibrations be predicted 

outside the 0-D empirical combustion modelôs validation range? 
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Figure 7 shows an overall flowchart of an engine development process based on an empirical 

combustion model, highlighting the problems discussed above. 

 

Figure 7: Schematic of the virtual empirical based engine development process. 

2.1.2 Alternative Solutions to Model the Engine Rate of Heat Release  

In this paragraph different commercially available modelling approaches for the engine 

RoHR will be presented. Firstly, CFD combustion models, capable of predicting the engine 

RoHR with limited assumptions but at cost of computational cost will be discussed. Later 

the Quasi-Dimensional modelling framework for the engine RoHR prediction will be 

introduced. 

Combustion models, modelling the physics influencing the engine burning rate, are needed 

to improve the virtual engine development process. Thus, considering the limited time 

available during the engine development the following question raises: 

ñCan the RoHR of a gasoline engine be predicted during the early concepts screening 

phase?ò  

As explained in Paragraph 1.3, the state of the art for combustion modelling, excluding 

empirical based models, can be divided into two overall modelling frameworks: 

¶ Three ï dimensional Computational Fluid Dynamics (CFD) models  
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¶ Zero ï Dimensional / Quasi ï Dimensional physical (0-D /Q-D) models  

CFD models framework 

CFD models describe the three-dimensional fluid dynamics of the considered engine. The 

intake manifolds, the combustion chamber, fuel injection system and exhaust manifolds can 

be included in a single CFD model [7, 33]. The geometry effects on the in-cylinder charge 

motion and on combustion processes are considered. Thus, can this framework be used 

during the concept stage of engine development?  

The physics governing combustion processes are fully resolved within the Direct Numerical 

Simulation (DNS). Therefore, the engine RoHR can be predicted with DNS CFD. However,  

DNS CFD analysis, applied to industrial-relevant applications, remain unfeasible due to the 

required computational resources and time [7, 12]. For instance, a single full-scale 

simulation of a combusting spray with a DNS approach can take up to weeks. A recent DNS 

analysis simulated a hydrogen-air combustion case and required 40 million CPU hours [34]. 

Even with the most powerful machine it is easy to see why DNS will not be an option for 

regular engineering problems. Physical models that simplify combustion processes occurring 

in the SI engines have been developed to reduce the required computational resources. This 

led to the formulation of Large Eddy Simulations (LES) [35] and Reynolds Averaged 

Navier-Stokes (RANS) equations [6]. LES CFD computational requirements [36] are still 

unacceptable for large-volume industrial applications such as new engine development. Run 

times for diesel spray simulations reported in [37]suggest that diesel reactive cases can take 

up to 150hrs and non-reactive cases up to 20hrs. Shorter run times, at cost of resultôs 

accuracy, can be achieved using the simplified RANS CFD approach. [37] suggests that 

reactive diesel spray cases can take around 18hr whereas non-reactive spray cases can take up 

to 2hrs. Different studies suggested that, once the first engine concept design is defined, 

RANS CFD analysis could be used during engine development to predict the engine RoHR 

at different operating points. The combustion processes occurring in a Port Fuelled Injection 

(PFI) SI engine operating in a pre-mixed charge combustion mode and later upgraded to 

Direct Injection (DI) were predicted in [38, 39]. Results were achieved thanks to an extensive 

model calibration that used motored and fuelling data, which are not available during the 

concept phase of development. A methodology to further reduce RANS computational 

requirements, achieving computational time as short as 5hrs per engine cycle, was showed 

in [40]. However, extensive experimental data was necessary to calibrate the model. In [41] 
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an automated tuning procedure for diesel engines simulations was developed. The 

methodology showed good combustion predictions at limited operating points for a given 

engine overall structure. However, even if the limited validity of the developed auto-tuning 

approach was ignored, the required computational time, necessary to model one single 

engine cycle, was around 12 hours on an industrial standard cluster. CFD RoHR predictions 

at multiple operating points for each of the engine design screened during the concept stage 

of development remain unpractical. This is due to the limited time available to define the 

first engine concept [3], limited experimental data available to tune CFD models and the 

lack of consensus on how modelling coefficients should be set [10, 41]. CFD analysis can 

be used later in the development process, once the concept design is defined [8, 38, 39, 41]. 

Quasi-Dimensional models framework 

Discussion with industrial organisations and Hoagôs work [3] suggest that the initial engine 

design needs to be available between 2-3 weeks from the project kick off to allow different 

parts to be ordered or manufactured. Thus, computational times, comparable with 1-D engine 

system codes i.e. range of minutes per engine cycle, is a key requirement that needs to be 

met to solve the problem introduced in Paragraph 2.1. Therefore, to achieve the goal set for 

this thesis (see Paragraph 1.2.3), a combustion model, that can predict the engine RoHR 

within minutes and using limited experimental data, at different operating points and engine 

configurations, is required. 

Zero-Dimensional (0-D) / Quasi-Dimensional (Q-D) combustion models are 

computationally lighter than CFD models and offer a practical and already available 

solution. Different 0-D / Q-D combustion models, accounting for the closed part of the cycle 

and offering reasonable computational times (i.e. range of minutes per engine cycle) are 

available in the literature. [12]. The ambiguity in the ñ0-D/Q-Dò name is due to an addition 

of simplified engine geometrical features that some of these models making them Quasi-

Dimensional (Q-D). In the literature there are different examples of Q-D combustion models 

characterised by different assumptions and overall numerical formulations. All Q-D models, 

to predict the engine burning rate require to model the physics governing the following 

characteristics: 

¶ In-cylinder turbulence (including the effect of different geometries) 

¶ Laminar and turbulent flame speeds  
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Table 1 shows that, within the Q-D combustion models, there are two overall main modelling 

approaches. The main differences between the two approaches are the governing equations. 

The first group in Table 1, labelled as ñthermodynamic modelsò, uses the energy and mass 

conservation only dependant on time for an open thermodynamic system to predict the 

engine burning rate. The second modelling framework is known as Stochastic Reactor Model 

(SRM) which uses the Probability Density Function (PDF) approach applied to turbulent 

flows to give a statistical description of the state of the fluid at each point in the flow field 

[25]. A review of the available thermodynamic based Q-D models will be presented in 

Paragraph 2.3. SRM approach will be introduced in Paragraph 2.4 and further described in 

Paragraph 4.3.
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Table 1:Overview of the available solutions to model the engine RoHR  

 CFD 
Thermodynamic 

Models 

Stochastic Reactor 

Models 

Governing Equations 

3-D mass and energy 

conservation for an open 

thermodynamic system 

1-D mass and energy 

conservation for an 

open thermodynamic 

system 

Probability Density 

Function (PDF) to 

solve Navier-Stokes 

equation 

Turbulence 

Characteristic 

Turbulence sub-models 

(RANS) otherwise 

calculated 

Experimentally derived 

/ turbulence sub-model 

Experimentally derived 

/ turbulence sub-model 

Geometrical features CAD geometry  
Simplified CAD 

geometry 

Simplified CAD 

geometry 

Laminar Flame 
Modelled / chemical 

kinetics  

Modelled / reduced 

chemical kinetics 

Tabulated chemical 

kinetics 

Turbulent Flame 
Modelled (RANS &LES) 

Calculated (DNS) 
Modelled Modelled 

Outcome 
Burning Rate, Knock, 

Emissions 

Burning Rate, Knock, 

Emissions 

Burning Rate, Knock, 

Emissions 

Computational times Hours per cycle 
Minutes per engine 

cycle 

Minutes per engine 

cycle 

2.2 INTRODUCTION TO THE FLAME FRONT PROPAGATION IN 

SI ENGINES 

The physics of the flame formation and propagation need to be considered, to fully 

understand how different Q-D combustion models work. Thus, an overview of the flame 

front propagation occurring in SI engines will be presented. 

Combustion processes in ICEs can be split into two main categories depending on the 

chemical mechanisms occurring during the combustion: auto-ignition and flame front 

propagation. Diesel engines are characterised by auto-ignition chemical mechanisms that 
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initiate the combustion processes at the desired time. Liquid fuel is injected into the cylinder 

and entrains the hot compressed air. Thus, the occurring combustion processes in diesel 

engines can be described as non-premixed combustion [2]. In this thesis, combustion 

processes occurring in SI engines are considered. Among different available SI engine 

variants, the fuel can be either be injected via port or it can be directly injected in the cylinder 

[2]. In PFI engines the fuel enters in the chamber already mixed with the fresh intake air 

charge. Depending on the injection timing DI engines can result in complete or partially 

mixed charge. In this thesis, PFI and DI SI engines, only resulting in a fully mixture of the 

air and fuel before the combustion will be discussed. The combustion processes occurring 

in these engines are described as turbulent premixed combustion [2].  

2.2.1 Laminar Flame Speed  

Premixed flow, by definition, must complete the mixing between air and fuel before the 

combustion occurs. In SI engines the combustion process is initiated by an external energy, 

provided by the spark plug, that increases the local temperature above the ignition threshold 

[42]. Beyond this temperature value, combustion chemical reactions start and lead to a flame 

that propagates throughout the fresh mixture charge. Peters in [43] investigated the structure 

of a stationary, laminar, stochiometric methane-air flame, comparable to a gasoline-air 

mixture. Peters showed that the flame propagates into the fresh mixture with a laminar 

burning velocity SL. This velocity is a thermo-chemical property of any specific oxidant-

oxidiser mixture. Moreover, Peters suggested that laminar flame could be split into three 

different regions as follows: [43, 44] (see Figure 8) 

¶ The chemically inert preheat zone. 

¶ The inner layer reaction zone in which fuel is formed and intermediate species are 

formed (e.g. H2 and C02). 

¶ The oxidation zone. 
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Figure 8: Illustration of the inner structure of a flame front in a stationary, laminar and stochiometric methane-air mixture 

accordingly to [43] 

Referring to Figure 8 the preheat zone, where chemical reactions do not occur, is 

characterised by the unburnt temperature, Tu. The temperature in this zone increases due to 

diffusion and convection until it reaches the chemical reactions activation threshold T0. 

When T0 value is reached the methane-air mixture is effectively in the inner zone, where 

main chemical reactions occur. Intermediated species, H2 and C02 are formed and later 

oxidised in the oxidation zone. The rate at which these processes occur is dictated by the 

laminar flame speed, SL. At this point the concepts of flame thickness and the thickness of 

the inner layer can be defined as follow: 

¶ Laminar flame thickness, ὰ   where cp is the specific heat capacity value 

at constant pressure and ɚ is the thermal conductivity. 

¶ Inner layer thickness, ὰ defined by the chemical time scale of the fuel consumption 

rate,  .  is a scale specific of the fuel and decreases with temperature and 

pressure [44]. 

In a 3-D space, the flame is subjected to strain which results in a curvature. Thus, the laminar 

burning velocity changes when a complex 3-D field is considered. Since all combustion 
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analysis carried out in this research was within in a Q-D combustion model, the laminar 

flame curvature due to 3-D strain stresses will be ignored. In this thesis, the laminar flame 

propagation will be characterised by a laminar speed Sl normal to the 1-D flame front, as 

initially proposed by peters [43]. A thoroughly review of the laminar flame front 

propagation, including the flame curvature occurring in a 3-D field is available in [44].  

2.2.2 Turbulent Flame Speed  

SI engines are characterised by turbulent in-cylinder flows which effectively accelerate the 

flame velocity. In this Paragraph, an overview of the turbulent flame speed will be presented 

with the only intent to give the reader a grasp of the processes occurring during the turbulent 

premixed combustion. A complete review is available in [44]. 

The turbulent flame speed, in parallel to the laminar flame speed, can be defined as a thin 

reaction sheet. Locally, each point of the reaction sheet propagates into the fresh mixture 

with a velocity corresponding to the laminar flame velocity. In SI engines, the reaction sheet 

is not uniformed but it is rather wrinkled due to the entraining turbulent fresh charge [42]. 

However, the wrinkling of the flame only occurs if certain conditions are met. The concepts 

of the Kolmogorov scale and molecular viscosity need to be firstly introduced as follows: 

¶ Kolmogorov scale: it is the smallest scale considered in a turbulent flow below which 

the molecular viscosity is not considered. It is defined as the ratio between the 

kinematic viscosity, ɜ, and the energy dissipation rate, Ů.  

o Kinematic viscosity, ɜ: defined as the ratio between the dynamic viscosity 

(ratio of shearing stress and shear) of a fluid and its density.  

¶ Molecular viscosity: viscosity is a measure a fluids resistance to deformation. 

Molecular viscosity is solely caused by internal friction in the fluid due to the random 

motions of individual molecules not moving together in coherent groups. 

The wrinkling of the flame front happens when the Kolmogorov scale, is larger than the 

laminar flame thickness, l f [42, 44]. Moreover, until the flame radius is smaller the integral 

length scale, the biggest eddy size containing energy in the turbulent flow, the impact of the 

turbulence on the sheet is negligible. One could argue that, during engine combustion, this 

portion of the flame development which is not affected by the in-cylinder turbulence is so 

short, that it can often be ignored. At high engine speed, the laminar flame speed is higher 

compared to lower engine speed, due to the increased in-cylinder temperature and pressure. 
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Thus, the time for which the flame radius is not affected by the turbulence eddies would be 

shorter. However, once the flame radius is larger than the integral turbulent length scale, the 

flame front start wrinkling with a magnitude that is proportional to this integral length scale 

and the smallest of the scales [42]. Both these lengths scales reduce their value with 

increasing engine speed. The speed at which the mean flame front propagates into the fresh 

mixture charge is known as turbulent flame speed ST. This characteristic increases with the 

engine speed since the effect of the turbulent eddies becomes more significant. Peters 

proposed a diagram showing the relation between the turbulent eddies and the flame eddies 

to describe all the different turbulent premix combustion regimes that might occur [45]. 

However, in-cylinder turbulence data highlighted that the wrinkled flame regime, is the case 

for most SI engines [42, 44, 46]. Moreover, turbulent flame speed sub-models available 

within the Q-D combustion models all consider a wrinkled flame front. For this reason, all 

other turbulent premixed combustion regimes, as proposed by peters, are not described here.  

2.3 THE THERMODYNAMIC QUASI-DIMENSIONAL (Q-D) 

COMBUSTION MODELS  

In Paragraph 2.1.1 it was shown that different combustion model approaches, ranging from 

complex multidimensional models ( CFD) to simple quasi-dimensional are available to 

simulate the combustion processes occurring in SI engines. The choice of the approach 

depends on the application of each study [1]. Simple approaches are preferable to perform 

combustion analysis over a wide range of conditions, thanks to the short computational 

times. Complex modelling frameworks, such as  CFD, are instead used for detailed studies 

over limited conditions [12]. Physical quantities such as in-cylinder state and engine 

geometry are not expressed in empirical based combustion models, making the engine burn 

rate prediction challenging for new engine concepts. Therefore, the physics influencing the 

engine burn rate needs to be modelled to predict the effect of a wide range of engine concepts 

on the burn rate. More complex Quasi-Dimensional (Q-D) combustion models have briefly 

presented as a practical solution to improve current virtual engine development process. An 

initial distinction between Q-D models using thermodynamic equations and Q-D models 

using the PDF approach was offered in Paragraph 2.1.2. In this Paragraph a review of the 

general physical sub-models used in all thermodynamic Q-D combustion models is 

presented. A review of the SRM Q-D models will be offered in Paragraph 2.4. 
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In the thermodynamic Q-D combustion models the governing equations are based on the 

energy and mass conservation dependent only on the time. The term Quasi Dimensional (Q-

D) derives from the inclusion of simple features to include the geometryôs effect on 

combustion [12]. SI Q-D combustion models are often referred as multizonal due to the 

presence of a layer, representing the flame front of SI engines. This layer separates the burnt 

and the unburnt zone inside the cylinder and it is considered as a thermodynamic boundary 

between two open systems. Different studies have used this approach to investigate the effect 

of different engine design on the RoHR and to predict engine emissions [47-49]. More 

complex multi-zones models have also been developed to improve their capability to capture 

the effect of different geometry on the engine RoHR [50-53]. However, the extra modelling 

effort related to the addition of extra zones is not justified since the resultôs accuracy remains 

similar to simpler models. Moreover, numerical uncertainties, stemming from the heat 

release calculations in the zones close to the engine walls and from the flame velocity 

calculation for different burned zones have rather increased the dependency of these 

approaches on the user-input variables. A general overview of how thermodynamic Q-D 

models based are used for different engine applications is available in [12]. 

The objective of the review was to understand how the Q-D modelling framework could be 

used during the early stage of engine development. Regardless the number of zones 

implemented in a Q-D combustion model, or the difference in the numerical formulations, 

the fundamental physics governing the mass and energy conservation need to be modelled 

to calculate the in-cylinder state evolution during the engine cycle. Moreover, sub-models, 

accounting for different physical processes occurring in the in-cylinder are necessary to 

predict the engine RoHR. The followings sub-models are used in all commercially available 

Q-D combustion models: 

¶ In-cylinder volume calculation: the in-cylinder volume as function of crank angle is 

required to calculate the state of the gas mixture during the power cycle (closed part 

of the cycle). Main engine geometry: bore, stroke, connecting rod length and 

compression ratio are required [1].  

¶ Chemical reactions calculation: gas mixture composition and chemical properties as 

a function of temperature are required to calculate the overall chemical reactions 

necessary to predict the engine emissions. Tabulated data, that allows to define 

simplified chemical kinetics are widely available [54-56]. To improve the accuracy 
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of the results, detailed chemical kinetics can also be implemented but at cost of the 

overall computational requirements. 

¶ Heat transfer calculation: this sub-model is used to calculate the amount of heat that 

is transferred through the walls. The most commonly known models, representing 

the industrial standard, are Woschniôs [57] and Annandôs [58].  

¶ Mass burning rate calculation: this model is necessary to dictate the velocity at 

which the mass is transferred between the burnt and the unburnt zones. Within the 

SI engine the mass burning rate is mainly dependent on the flame propagation and, 

thus, the turbulent flame velocity, ST. Often, these sub-models are referred as 

turbulent flame speed sub-models. An overall review of these sub-models is available 

in Paragraph 2.3.1. 

¶ In-cylinder turbulence calculation: mass burning rate and heat transfer calculations 

all required in-cylinder turbulence data. If an optical engine is available, this data 

could be experimentally derived [59, 60]. If  new engine concepts are explored, the 

necessary turbulence characteristic could be defined from extra Q-D turbulence sub-

models or non-combusting CFD calculations. An overview of the most known Q-D 

turbulence model is available in Paragraph 2.5. A broader review is also available in 

[61].  

¶ Initial Spark Kernel: Within the Q-D modelling framework the spark kernel 

formation and growth are often not modelled. Instead, the start of combustion is 

initialised at a given chosen point after the experimental spark timing. This is due to 

the very complex nature of ignition processes. These processes depend, among other 

factors, on local mixture characteristics around the spark plug and the in-cylinder 

flow structures [12, 42]. Thus, Q-D kernel models may provide realistic results for 

some engine operating conditions but not for all. Moreover, the highly turbulent 

nature of SI engine intake flows makes the initial kernel formation relatively short 

and, thus, insignificant during the product development phase, when just overall 

engine performance and burn rate are targeted. Simplified spark kernel models, that 

related the kernel to a certain mass are available and listed below.  

o Wu [62] assumed the initial ignition kernel to be equal to two percent of the 

total in-cylinder mass.  

o Verhelst [63] instead, assumed the initial flame radius equal to 1mm. 
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o  Another assumption, and perhaps the most realistic, is available in [64]. In 

this work the initial kernel radius is defined on the gap distance between the 

spark plug electrode.  

2.3.1 Mass Burn ing Rate Sub-Models  

In the previous Paragraph a list, of the sub-model available in all thermodynamic-based Q-

D combustion models, was offered. To predict the RoHR of SI engines the turbulent 

premixed flame propagation needs to be calculated. Thus, to fully understand the Q-D 

combustion modelsô framework, an overview of the mass burning rate sub-models is 

required. 

The fundamental physical factors that affect the mass burning rate in a SI engine combustion 

processes are: 

¶ Mean flame front area within the combustion chamber  

¶ Bulk in-cylinder turbulent motion and its effect on the flame propagation 

¶ Unburnt mixture gas state that determine the value of the laminar flame speed 

If physical-based relations are used to describe the above phenomena then the mass burning 

rate can be predicted [42]. Therefore, the flame area and the rate at which it propagates 

through the combustion chamber are fundamental parameters to correctly predict the engine 

RoHR. As previously explained in Paragraph 2.2 petrol fuelled engines are characterised by 

turbulent intake flows that, entrains the flame front and wrinkles the laminar flame [6] [46]. 

Figure 9 provides a schematic of the wrinkled flame front accordingly to Peters [46]. The 

premixed turbulent flame front can be described as a thin wrinkled reaction layer 

characterised by a mean flame thickness. Referring to Figure 9 the mean flame front region 

is obtained by averaging the turbulent scalar fluctuation in the variable G, with G0 

representing the actual flame front [42, 46]. Entraining turbulence eddies are causing the 

wrinkling of the flame front. 
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Figure 9: Wrinkled turbulent flame structure as proposed in [46]  

Q-D combustion models, to correctly predict the engine RoHR, require modelling the flame 

initiation and propagation. Therefore, values for the laminar flame and turbulent speeds are 

necessary. The simplest mass burning rate for a generic Q-D combustion models can be 

summarised as shown Equation 2 [42]: 

ὃ”Ὓ    

Equation 2: General formulation for the mass burning rate within SI engines as provided by [42] . 

Where mb is the mass of charge burnt, Af is the mean flame area, ɟu is the density of the 

unburnt mixture and S is the flame velocity (laminar or turbulent). Within the Q-D engine 

modelling framework the SI engine flame surface is often assumed to spherically grow whit 

the centre located at the spark plug location. The initial flame speed initially corresponds to 

the laminar burning velocity (SL). However, as the kernel grows, the flame becomes turbulent 

[12, 42]. The initialisation of the flame kernel development is problematic due to the multiple 

physical factor affecting the phenomenon. Thus, as explained in the previous Paragraph, 

within the Q-D modelling framework often the spark kernel formation and growth are not 

modelled. Instead, the start of combustion is initialised at some point after the experimental 

spark timing. Within thermodynamic based Q-D models the flame front corresponds to a 

boundary layer for an open thermodynamic system that exchange heat and mass with the 

surroundings (unburnt mixture). Initially, the flame speed is equal to the laminar flame speed 

of the mixture. However, the effect of entraining turbulent eddies gradually becomes more 
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significant increasing the burning speed. Thus, models for the turbulent flame speed are 

necessary to correctly predict the SI engine burning rates. Two different turbulent flame 

models, characterised by a fundamental difference in the flame definition, are implemented 

in the commercially available Q-D models: 

¶ Turbulent Entrainment model 

¶ Flame Sheet model  

More turbulent flame speed models are available in the literature. However, these models 

are fundamentally derived from the two approaches listed above. Consequentially, due to 

the broad similarities across different models only the two approaches listed above will be 

covered in this thesis. 

Turbulent Entrainment Model 

This modelling framework was initially developed by Blizard [65] which postulated an 

entrainment process of the fresh charge mixture into the flame front. The general mass burn 

rate as described in Equation 2 is modified as shown in Equation 3 and Equation 4. 

”ὃὛ   

Equation 3: Entrainment mass burning rate as proposed by Blizard [65] . 

Where me is the entrained charge mass, ɟu is the density of the unburnt mixture, Af is the 

mean flame area (assumed spherical) and  Ὓ is the velocity at which the fresh charge is 

entraining the flame.  

”ὃὛ   

Equation 4: Entrainment model mass burning rate as proposed by Blizard [65] . 

Where Űb is defined as the burning time constant, mb is the mass of charge burnt, Af is the 

mean flame area (assumed spherical) and SL is the laminar flame speed. The burning time 

constant is defined in Equation 5 where c is a tuning parameter, le is the entrained eddies 

length scale. 

 †   

Equation 5: Burning time constant for the entrainment model mass burning rate as proposed by Blizard. 
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The entrainment model combustion processes can be split into two different stages. Firstly, 

the unburnt mass charge entrains with a rate defined as Equation 3. The entraining speed, Se, 

is dictated by the turbulent eddies. Later, the entrained unburnt charge, burns with a 

characteristic time, ʐb. This times is a function of the turbulent entraining eddies and the 

laminar burning rate [12, 42]. Thus, engine combustion rates are affected by the entraining 

speed and the burning time constant defined in Equation 4. Different model calibrations are 

required when simulating different combustion regimes [42]. Moreover, it is important to 

point out that flame models based on the entrainment equations as stated in [65] are not 

considered phenomenological models. These models are rather numerical expression of 

observed engine burn rates [12]. Experimental flame studies have yet to confirm the 

entraining phenomena described in this model. Experimental images show continuous flame 

front characterised by spots of unburnt gases that burn inwards [12, 42, 66, 67]. However, 

the entrainment model was extensively used to simulated different engine application. A 

review of recent developments, tailoring the modelôs formulation to different application is 

available in [12]. Equation 3and Equation 4 show that the modelôs accuracy depends on the 

laminar flame speed and the flow turbulence eddies. Therefore, correct values for the two 

characteristics are critical. Laminar flame speed values can be derived either by empirical 

correlation based on the fluid physics [54, 55], as proposed in [68], or detailed chemical 

kinetics is necessary. However, due to the turbulent nature of SI intake charge flows, the 

amount of time for which the flame is considered laminar is practically insignificant 

compared to the overall combustion duration. Thus, the turbulent entraining eddies is the 

process that most affects the engine burning rate within this model. Therefore, turbulence 

sub-models that provide the flame model with the necessary input are required if 

experimental in-cylinder turbulence characteristics are not available. A review of turbulence 

in-cylinder turbulence models is offered in Paragraph 2.5. 

Flame Sheet Model 

The flame propagating in turbulent flows, typical of SI engines is a thin wrinkled surface 

[42, 66, 67] as shown in Figure 9. An alternative approach, compared to the previously 

presented model is to consider the surface area of the wrinkled reaction sheet flame, Al [42]. 

Thus, the flame area associated to turbulence combustion regimes, At, is increased compared 

to the flame area, Al, occurring in a laminar burning process. Therefore, the resulting burning 

rate is dependent on the ratio between the wrinkled flame area and the laminar, (At/Al). The 
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mass burning rate in a flame sheet model can therefore be expressed as shown in Equation 6 

[42] in which the ratio (At/Al) is equal to the ratio between the turbulent flame speed and the 

laminar flame speed, (St/Al). 

”ὃὛ ” ὃὛ  

Equation 6: Mass burning rate in a flame sheet model as proposed in [42] . 

Where ɟu is the unburnt gas density, SL is the laminar flame speed, Al is the surface of the 

laminar flame area (spherically assumed) and At is the surface of the turbulent flame area. 

The turbulent flame speed and, thus, the turbulent burning rate can be calculated once the 

increase in the flame area is established. However, physical causes that govern the wrinkling 

of the flame are still not fully understood [69]. Variation of local temperature and turbulence 

entraining are among the main phenomena that effect the change in the kinetic reaction rate 

and, thus, in the burning speed. At high engine speeds, turbulence eddies entraining the flame 

can deform the flame front to a degree at which multiple flame spots in the unburnt mixture 

start forming. However, it is accepted that, for traditional engine operating points, the flame 

front behaves similarly to a single flame front, wrinkled by the entraining turbulent flow 

[69]. Following this assumption, a modelling framework, known as fractal flame model has 

been developed [12, 42]. This approach states that the flame front can be characterised by a 

fractal geometry and the wrinkling of the flame is assumed to be within the turbulent length 

scales Lmax-LMin interval, defined in Equation 7: 

  

Equation 7:Fractal definition of the wrinkled surface area as provided in [70]  

Where Lmax= corresponds to turbulent length scale which is the biggest scale corresponding 

to an energy in the in-cylinder turbulence field. Lmin= corresponds to the Kolmogorovôs scale 

which is the smallest turbulent scale. D= fractal dimension depending on the ratio between 

the turbulence intensity, uô, and the laminar flame speed, SL as proposed in [70]. Information 

of the in-cylinder turbulence flow and laminar flame speed are required to evaluate the 

magnitude of the wrinkling scales and the fractal dimension. Conclusions regarding the need 
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of turbulence models, that provide the correct characteristics input to predict the engine 

RoHR, can be drawn, similarly to the previously presented model. 

2.4 STOCHASTIC REACTOR MODEL S  

Another modelling approach falling within the Q-D combustion modelling frameworks is 

the Stochastic Reactor Model (SRM). Compared to the previously presented Q-D models, 

the SRM framework uses the Probability Density Function (PDF) approach applied to 

turbulent flows as described in [25, 71-73]. Within the SRM in-cylinder mass is treated as a 

series of particles each with a uniform composition. These particles describe physical 

quantities of in-cylinder mass thanks to a PDF distribution. Therefore, particlesô composition 

in terms of chemical species, temperature, and mass are described by PDFôs changes during 

the calculation. Detail explanation of the SRM governing equations is available in Chapter 

4. 

Different studies presented the underlying assumptions of the SRMs and focussed on the 

modelsô capabilities to predict burning rates of direct injected diesel engines [23-25]. SRMs 

were also used to carry pollutants formations analysis of homogeneously charged diesel 

engines, duel injection engines and natural gas fuelled engines where presented [74-77]. 

Engine knock prediction and the effect of the engine turbulent mixing on the auto-ignition 

event were investigated in [78]. Due to more restrictive engine emissions, recent studies have 

instead investigated the SRMsô capabilities to optimise diesel engines performance based on 

their emissions [79]. Detailed pre-tabulated chemical kinetics tables together with a 

turbulence models, tailored for diesel engine simulation, were developed in [80, 81]. 

Moreover, thanks to the renewed interest in petrol fuelled engines the SRM was also used to 

predict the RoHR for SI engines [18, 19, 23, 82].  

SRMs showed to be capable of carrying combustion analysis for a wide range of engine 

applications. Moreover, in contrast to the other Q-D models, the in-cylinder inhomogeneities 

are accounted in the SRM thanks to the statistical nature of governing equations. However, 

the SRM combustion models, similarly to all the other Q-D models, require the following 

sub-models to carry the combustion analysis out: 

¶ In-cylinder volume calculation ï Same as all other Q-D models. 

¶ Chemical reactions calculation: due to the PDF based governing equation, the SRM 

needs to account for the chemical reactions occurring during the combustion. Thus, 
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pre-tabulated detailed chemical kinetics data to predict the laminar flame speed value 

of different fuels and to evaluate the engine emissions [83, 84] have been 

implemented. The engine knock can be also be evaluated as shown in [82] 

¶ Heat transfer calculation ï Same as all other Q-D models. 

¶ Flame propagation modelï Flame propagation model based on [85] is used in the 

SRM.  Similarly, to the previously models an analysis of this model will be presented 

in the next Paragraph. 

¶ Initial Spark Kernel ï not considered within the SRM framework. 

¶ In-cylinder turbulence calculation ï the in-cylinder turbulence characteristic is 

needed to set the frequency at which the PDF particles mix between each other and 

thus to set the how the PDF changes throughout the simulation. Moreover, the same 

characteristic is used in the turbulent flame speed calculation. Q-D turbulence models 

have been applied to the SRM similarly to the other Q-D models. An overview of the 

most known Q-D turbulence model is available in Paragraph 0.  

2.4.1 Flame Propagation Model 

In parallel to the other Q-D combustion models, the SRM requires a sub-model to calculate 

the turbulent flame speed and thus the mass burning rate. In turbulent premixed flames, the 

mixing of reactants with product at the flame surface is required to sustain the combustion. 

In a total absent of turbulence, this process, would occur with a rate dictated by the laminar 

flame speed. Within the SRM the in-cylinder domain is split into particles each with a 

characteristic composition. Thus, the mixing rate between these particles, can be associated 

to the mixing of reactants and product occurring during combustion [23, 85]. The simplest 

turbulent flame speed model that can be used in an SRM requires a user input value for uô 

to derive the desired turbulent speed. Typical examples of this group of turbulence models 

are found in [6] (see Equation 8) and [86] (see Equation 9). Similarly, to previously presented 

models, these two formulations depend on the laminar flame speed value and a turbulence 

characteristic. A more detailed turbulent flame propagation model, including the scalar 

dissipation rate occurring during turbulent premixed combustion was developed in [87]. The 

model was later simplified and applied to a SRM in [23]. Regardless the increased 

complexity of the flame model, in-cylinder turbulence characteristics remained the crucial 

input governing the modelôs results. Further details of the model developed in [23] is 

available in [88]. 
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ρ ὅ   

Equation 8: Turbulent flame speed according to [6]  

ρ πȢτφ πȢς   

Equation 9: Turbulent flame speed according to [86]  

2.5 IN-CYLINDER TURBULENCE MODELS 

Previous Paragraphs showed similarities across different Q-D combustion models. It was 

shown that, regardless the chosen approach the modelling of the flame, laminar and turbulent 

is required to predict the RoHR of SI engines. The laminar flame speed can be either be 

derived by empirical correlation-based approaches [13, 15, 16, 42, 68, 69] or through 

detailed chemical kinetics libraries [50, 51, 83, 84]. Empirical based approaches offer fast 

response, but the accuracy of their results depends on the range of engine operating 

conditions at which they have been validated. Laminar flame speed calculations based on 

chemical kinetics library, if correctly validated, should offer realistic responses for a wide 

range of operating conditions and fuels. It is important to point out here that laminar flame 

speed calculation based on chemical kinetics library can also provide value for alternative 

fuels where an empirical based laminar flame model has not been validated yet. Irrespective 

of the chosen approach to determine the laminar flame speed, a turbulent flame speed model 

is required to predict the effect of the engine in-cylinder turbulence on the laminar flame 

speed. At a high level all the available turbulent flame speed models simply multiply the 

laminar flame speed accordingly to a turbulence input. Thus, the physics governing the in-

cylinder turbulence needs to be modelled to predict the RoHR in SI engines within the Q-D 

framework. Therefore, if any Q-D combustion model is used to predict the SI engines RoHR 

during the early concepts screening phase the following question need to be answered:  

ñCan the engine in-cylinder turbulence characteristics be predicted during the early 

concepts screening phase?ò 

In the next Paragraph available Q-D turbulence models will be reviewed focussing on their 

capability to predict the effect of different engine structures on the in-cylinder turbulence 

without the need of model calibration at each explored engine concept.  
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2.5.1 Q-D Turbulence Models  

According to the literature presented in previous Paragraphs, the physical processes that need 

to be modelled in any Q-D combustion model, to predict the RoHR of SI engines can be 

summarised as shown in Figure 10. The flame initialisation and growth are necessary to 

evaluate the engine RoHR. Laminar flame speed values can be determined from empirical 

correlation or from detailed chemical kinetics. Moreover, the in-cylinder turbulence is a 

necessary characteristic that needs to be modelled to correctly predict the turbulent flame 

speed and thus the engine burning rate (see previous Paragraphs). The early concepts 

screening phase prevent to use empirical derived in-cylinder turbulence characteristics 

obtained through optical access engines. Thus, two different approaches, similarly to the 

laminar flame speed calculation, are available to model the turbulent flame speed: 0-D and  

CFD turbulence model. Figure 10 highlights the existence of a trade-off choice between 

accuracy and computational time needs is required at this point. 0-D turbulence models are 

an attractive solution for engine development due to the limited required computational time.  

CFD calculations instead require higher computational resources but are less dependent on 

user-input variables. 
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Figure 10: Schematic of necessary physical processes to be modelled in the Q-D framework to predict the engine burning 

rate 

Currently, there are different available 0-D models that promise to predict the in-cylinder 

turbulence characteristics: k-Ů models and K-k models are among the most known models. k-

Ů models use 0D equations for the turbulent kinetic energy, k and turbulence dissipation, Ů 

derived from 3-D equations to predict the engine in-cylinder turbulence field. These models 

were initially proposed by Morel in [89, 90] and later tailored by others to different specific 

conditions. Overall k-Ů models used the energy cascade model presented by Morel for which 

the turbulent kinetic energy, is converted into heat by the flow viscous stresses [89, 90]. A 

general review of the basic k-Ů model formulation is available in [61]. Recent improvements 

have introduced contribution to the turbulence from ordered structured i.e. tumble have been 

introduced in [91]. A different approach describing the energy cascade from the mean flow 

kinetic energy, K, into turbulent kinetic energy, k, through turbulent dissipation is known as 

K-k model [92, 93]. Within this approach, the integral length scale is related to the 

instantaneous cylinder volume and piston position through mathematical equations. Once 

the integral length scale is calculated, the value for the turbulence dissipation is then derived 

from it. Different improvements of the initially developed K-k models are available in the 
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literature accordingly the application for which they were used. In [94, 95] a tumble model 

including the geometry of the intake manifold, valves and port inclination is introduced. 

General issue with this approach is the in-cylinder turbulence characteristics prediction 

during the compression stroke which was not representative of experimental turbulence data 

from optical access engine and CFD calculations. Moreover, limited conclusion regarding 

the modelôs capability of predicting the effect of different engine geometric features can be 

drawn. A parametric investigation was carried out without comparing the predicted results 

with experimental test data. In [96] the two approaches, K-k and k-Ů are merged in a 

framework which showed good accuracy in the turbulence and tumble ratio prediction. 

However, the model poor performance to predict intake backflows lead to poor predictions 

in describing some operating conditions. Regardless the recent general improvements of the 

predictive capabilities of Q-D turbulence models at different engine operating points, these 

approaches still fail to reproduce geometrical features of the engine. Different model tunable 

constants, that accommodate the effect of different geometrical features on the engine in-

cylinder turbulence are generally implemented. In his recent work Bozza [15, 16] used a K-

k based model to predict the in-cylinder turbulence of six different engine variants including 

different bore to stoke ratios, compression ratio, valve timing and intake manifold design. A 

model calibration procedure based on CFD calculations was carried out. The turbulence 

model was later tested using the calibrated setting for all the available engine variants. 

However, the 5 calibrated tuning constants had to be adjusted to achieve good results. Thus, 

an alternative approach to predict the in-cylinder turbulence at different operating points and 

for different engine concepts is necessary to predict the engine RoHR using Q-D models. 

2.5.2 Q-D / CFD Based Approach  

Complex CFD calculations, can capture the effect of different engine geometry on the bulk 

in-cylinder turbulence characteristics [97]. However, the required computational time is 

prohibitive during engine development Thus, there is the need of a hybrid approach capable 

of benefiting of both, the CFD capability of predicting the geometrical effect on the in-

cylinder turbulence and the fast calculations of Q-D models [98]. Pasternak [19] presented 

a new engine development process based on a SRM combustion model and CFD derived 

turbulence characteristic. The necessary turbulence input was characterised from multiple 

non-combusting CFD calculations at three different engine speeds and later used to predict 

the engine RoHR. The in-cylinder turbulence characteristics were time-averaged during the 

closed part of the cycle resulting in constant turbulence values for different speed. The 
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engine in-cylinder turbulence was assumed to be only dependant on the engine speed 

ignoring the effect of different loads and engine calibration on the in-cylinder turbulence. 

This simplification allowed to develop a correlation, based on the observed operating points, 

to extract the turbulence number at a different engine speed [19]. Consequentially, a 

development process, using a combination of CFD derived turbulence characteristics and 

simple correlations, similar to the one proposed in [19], could provide the correct turbulence 

input to Q-D combustion models.  

It is known that during the closed part of the cycle engine geometries are the main factors 

that influence the in-cylinder air motion[1, 99]. Moreover, within SI engines, the effect 

different operating conditions on the in-cylinder can be modelled considering the changes in 

the intake charge velocity [13-15, 59, 60]. Results suggested that the engine air-motion of a 

given engine geometry during the closed part can be characterised with CFD calculations. 

Furthermore, experimental flow results together with the Q-D turbulence models numerical 

formulation showed that the characterised engine air motion response to operating points 

could be scaled to the intake charge speed.  

The final research question that needed to be answered can thus be split as follows: 

¶ Can the in-cylinder turbulence characteristics be considered bound only to the given 

engine overall design? 

¶ What are the turbulence characteristics necessary to be numerically resolved to 

correctly predict the engine RoHR within a Q-D combustion model framework at 

different engine operating conditions? 

The work carried out for this thesis was based on an SRM. This model was embedded with 

a pre-compilated detailed kinetic energy library for the laminar flame speed. The model was 

therefore believed to be capable to provide more realistic RoHR and knock predictions 

compared to a model based on an empirical based laminar flame table. Moreover, the 

literature review showed that this SRM model offered realistic RoHR predictions over a 

wide range on engine applications. In this thesis, during the closed part of the cycle, the 

overall turbulence characteristicsô shape against crank angle was assumed to be bound only 

to the given engine geometry. For a given engine design, the interaction of the intake charge 

with the walls, over the closed part of the cycle, would not change for different engine 

operating points and calibrations. Thus, limited non-combusting CFD can characterise the 

in-cylinder characteristics of any given engine geometry. Changes in the intake flow velocity 
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to operating conditions are known to affect the overall in-cylinder turbulence magnitude [13-

15] with a rate that is dependent on the intake charge flow speed. The turbulence field, 

characterised by a single CFD calculation, could therefore be scaled accordingly to changes 

in the intake flow speed to engine operating conditions, without the need of extra 0-D 

turbulence models. Following these hypotheses, a turbulence scaling factor correlating the 

change in the intake port velocity, predicted by the 1-D engine system model, to the 

turbulence input required by the chosen SRM was developed.  

2.6 CONCLUSIONS  

A literature review, focussing on how the RoHR of SI can be predicted during the early stage 

of engine development was presented.  

Firstly, the major issue embedded with the current virtual development processes were 

discussed. It was shown that, current processes use1-D engine models to analyse the effect 

of different design configurations and operating conditions on the engine RoHR. However, 

to provide meaningful results, 1-D codes require a pre-determined engine RoHR 

characteristic that is based on pre-existing combustion systems. Moreover, empirical based 

combustion models are used to accommodate the changes in the engine RoHR to operating 

points. Therefore, 1-D engine analysis results depend on the initial engine burn rate 

assumption and on the validity of the chosen empirical correlation. Consequentially, 

alternative modelling approaches to predict the engine RoHR, capturing more of the physics 

influencing the engine burning rate without the need of empirical correlations, were 

reviewed. It was shown that, overall, there are two main modelling categories: CFD models 

and Q-D codes. Due to the limited available time during engine development and the current 

computational resources, complex CFD calculations were shown to not be suitable for 

engine development. Therefore, a thorough review of Q-D combustion models, offering 

computational times compatible with engine development was carried out. It was shown 

that, regardless the chosen model, the in-cylinder turbulence characteristic needs to be 

captured to correctly predict the engine RoHR. Consequentially, a review of different 

modelling approaches for the in-cylinder turbulence was offered. In Paragraph 2.5 it was 

shown that, similarly to combustion models, modelling frameworks for the in-cylinder 

turbulence can be split into two main categories: CFD and Q-D models. Q-D models were 

shown to not be suitable for the screening of different design due to the calibration effort, 

necessary for each explored concept. CFD turbulence models instead showed to correctly 












































































































































































































































































































































